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• Research: LLMs interpretability, generalization, AI and society

• Also: meta-science, peer review (program chair at ACL'23, co-editor-in-

chief of ARR 2024-2025, led the first ChatGPT policy development)

University of Massachusetts
Machine Learning for Natural Language Processing

Anna Rogers (Assoc. Prof. @ ITU Copenhagen  )
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• Epistemology of LLM output

• LLMs and the information ecosphere

• How hard is it to generate and detect LLM text?

In this talk:
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Terminology: Why 'hallucination' is the
wrong term for LLMs

• In humans, hallucination is an unusual/abberational state.

In LLMs, it is their functioning as designed.

• This framing allows the LLM providers to blame 'temporary

bugs' instead of taking responsibility for their product

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5
https://link.springer.com/article/10.1007/s10676-024-09775-5


Retrieval-augmented generation doesn't solve the
problem!

Columbia Journalism review. AI Search Has A Citation Problem
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https://www.cjr.org/tow_center/we-compared-eight-ai-search-engines-theyre-all-bad-at-citing-news.php
https://www.cjr.org/tow_center/we-compared-eight-ai-search-engines-theyre-all-bad-at-citing-news.php


Chain-of-thought reasoning doesn't solve the
problem!

Turpin et al. (2024) Language Models Don't Always Say What They Think: Unfaithful Explanations in Chain-of-Thought

Prompting
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https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html


Terminology: 'bullshit'

Someone who lies and someone who tells the

truth are playing on opposite sides... in the same

game... The bullshitter... does not reject the

authority of the truth, as the liar does... He pays

no attention to it at all.

Human examples: politicians, marketers, unprepared

students at an exam

Harry G. Frankfurt, On Bullshit
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Examples of human BS

• marketing

• politicians

• students in an exam for which they

are not prepared
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What about LLMs?

, similar recent case reported by https://www.washingtonpost.com/technology/2023/04/05/chatgpt-lies/ BBC, 21/03/2025
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https://www.washingtonpost.com/technology/2023/04/05/chatgpt-lies/
https://www.bbc.com/news/articles/c0kgydkr516o
https://www.washingtonpost.com/technology/2023/04/05/chatgpt-lies/
https://www.bbc.com/news/articles/c0kgydkr516o


ChatGPT is BS

The problem here isn’t that large language

models hallucinate, lie, or misrepresent the world

in some way. It’s that they are not designed to

represent the world at all; instead, they are

designed to convey convincing lines of text.

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5
https://link.springer.com/article/10.1007/s10676-024-09775-5


What kind of BS is ChatGPT?

• BS (general): Any utterance

produced where the speaker is

indifferent towards its factuality

• Hard BS: produced with the intention

to mislead the audience about the

speaker’s agenda

• Soft BS: produced without such

intention

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5
https://link.springer.com/article/10.1007/s10676-024-09775-5


At minimum, ChatGPT qualifies for soft BS

if we take it not to have intentions, there isn’t any

attempt to mislead... but it is nonetheless...

outputting utterances that look as if they’re truth-

apt.

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5
https://link.springer.com/article/10.1007/s10676-024-09775-5


Case for hard BS: imitation game

ChatGPT’s primary function is to imitate human

speech. If this function is intentional, it is

precisely the sort of intention that is required for

an agent to be a hard bullshitter: in performing

the function, ChatGPT is attempting to deceive

the audience about its agenda. Specifically, it’s

trying to seem like something that has an

agenda...

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5
https://link.springer.com/article/10.1007/s10676-024-09775-5


LLMs don't have intentionality, but their users
do!

The bullshitter is the person using it, since they

(i) don’t care about the truth of what it says, (ii)

want the reader to believe what the application

outputs.

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5
https://link.springer.com/article/10.1007/s10676-024-09775-5


The judge agrees!

The judge... found that the lawyers acted in bad

faith and made “acts of conscious avoidance and

false and misleading statements to the court.”

https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
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https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/


LLMS AND THE INFORMATION
ECOSPHERE

AI Spam Is Already Starting to Ruin the Internet
April 14 2025Anna Rogers 18

https://www.businessinsider.com/ai-spam-google-ruin-internet-search-scams-chatgpt-2024-1?op=1&r=US&IR=T
https://www.businessinsider.com/ai-spam-google-ruin-internet-search-scams-chatgpt-2024-1?op=1&r=US&IR=T


AI spam is everywhere: fake reviews

AI Spam Is Already Flooding the Internet and It Has an Obvious Tell
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https://www.vice.com/en/article/5d9bvn/ai-spam-is-already-flooding-the-internet-and-it-has-an-obvious-tell
https://www.vice.com/en/article/5d9bvn/ai-spam-is-already-flooding-the-internet-and-it-has-an-obvious-tell


AI spam is everywhere: bot town

‘As an AI language model’: the phrase that shows how AI is polluting the web - The Verge
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https://www.theverge.com/2023/4/25/23697218/ai-generated-spam-fake-user-reviews-as-an-ai-language-model
https://www.theverge.com/2023/4/25/23697218/ai-generated-spam-fake-user-reviews-as-an-ai-language-model


AI spam is everywhere: 'obituary
pirates'

Image: 

. See also: 

Fake obituary scams: AI-generated death announcements are popping up for people who are very much alive |

CNN He Died in a Tragic Accident. Why Did the Internet Say He Was Murdered? - The New York Times
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https://edition.cnn.com/2024/03/19/us/fake-obituary-scams-ai-cec/index.html
https://edition.cnn.com/2024/03/19/us/fake-obituary-scams-ai-cec/index.html
https://www.nytimes.com/2024/01/25/nyregion/obituary-pirates-matteo-sachman.html
https://edition.cnn.com/2024/03/19/us/fake-obituary-scams-ai-cec/index.html
https://edition.cnn.com/2024/03/19/us/fake-obituary-scams-ai-cec/index.html
https://www.nytimes.com/2024/01/25/nyregion/obituary-pirates-matteo-sachman.html


AI spam is everywhere: "SEO heist"

twitter.com/jakezward/status/1728032639402037610?s=20
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https://x.com/jakezward/status/1728032639402037610?s=20
https://x.com/jakezward/status/1728032639402037610?s=20


AI spam is everywhere: AI zombie sites

https://www.plagiarismtoday.com/2024/07/11/the-rise-of-ai-zombie-blogs/
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https://www.plagiarismtoday.com/2024/07/11/the-rise-of-ai-zombie-blogs/
https://www.plagiarismtoday.com/2024/07/11/the-rise-of-ai-zombie-blogs/


AI spam is everywhere: fake books

Melanie Mitchell on Twitter
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https://x.com/MelMitchell1/status/1742936379796193612?s=20
https://x.com/MelMitchell1/status/1742936379796193612?s=20


Even established sites might have some 'AI'
content!

CNET Has Been Quietly Publishing AI-Written Stories for Months
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https://gizmodo.com/cnet-chatgpt-ai-articles-publish-for-months-1849976921
https://gizmodo.com/cnet-chatgpt-ai-articles-publish-for-months-1849976921


AI spam is everywhere: "spun content"

Spin Rewriter AI - Article Rewriter Loved by 181,394 Users
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https://www.spinrewriter.com/
https://www.spinrewriter.com/


• search update  in March 2024

• AI copycat sites still 

Google (still) struggles to filter out AI slop!

announced

rank above the originals

April 14 2025Anna Rogers 29

https://blog.google/products/search/google-search-update-march-2024/
https://www.wired.com/story/google-search-ai-spam-original-reporting-news-results/
https://blog.google/products/search/google-search-update-march-2024/
https://www.wired.com/story/google-search-ai-spam-original-reporting-news-results/


HOW HARD IS IT TO
GENERATE AND DETECT

TEXT FROM LLM 'CONTENT
FARMS'?
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Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. ACL 2024.
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Case study: fake news-like sites 'in the wild'

World Today News - www.world-today-news.com/
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https://www.world-today-news.com/
https://www.world-today-news.com/


• latest count: 1,254 sites in 16 languages

• generic names: iBusiness Day, Ireland Top News, and

Daily Time Update

• many mostly aim to serve programmatic ads

• some are part of propaganda campaigns (e.g. 167 pretend

local sites with misinformation on Ukraine)

NewsGuard 'AI tracker'

Tracking AI-enabled Misinformation: NewsGuard
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https://www.newsguardtech.com/special-reports/ai-tracking-center/
https://www.newsguardtech.com/special-reports/ai-tracking-center/


• an older, mostly-English Llama base LLM (7B and 65B

versions)

• only 40K Italian news texts for fine-tuning

• public guides and training scripts (e.g. HF autotrain)

• about $100 on AWS servers to replicate our fine-tuning

Case study on Italian: how high is the entry
barrier?

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. ACL 2024.
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(rating on 5-point scale)

Case study on Italian: human rating
task

Text B follows text A, do you think text B is

written by a machine?”

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. ACL 2024.
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Case study on Italian: human detection of synthetic news

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. ACL 2024.
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Methods based on token probabilities

Mitchell et al. (2023). DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature
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https://proceedings.mlr.press/v202/mitchell23a.html
https://proceedings.mlr.press/v202/mitchell23a.html


Methods based on token probabilities >
humans

... but are impractical in the real world

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. ACL 2024.
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Automated detection misses a clear
signal!

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. ACL 2024.
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Supervised detection

taken down on 6 months later!

OpenAI blog. New AI classifier for indicating AI-written text
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https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text
https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text


Complex distributions are harder!
• for most settings

need at least 4K

samples

• if the negative

samples (human

text) comes from 2

datasets, the

classification

becomes more

difficult in most

settings

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. ACL 2024.
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Can we use a token likelihoods from a proxy
model?

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. ACL 2024.
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What about watermarking?
red/green

watermarking:

• vocabulary is

partitioned into

"green" and "red"

list using a hash

function

• the generation is

restricted to

"green" list

Kirchenbauer et al. (2023) , A Watermark for LLMs On the Reliability of Watermarks for LLMs
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https://openreview.net/forum?id=aX8ig9X2a7
http://arxiv.org/abs/2306.04634
https://openreview.net/forum?id=aX8ig9X2a7
http://arxiv.org/abs/2306.04634


the most promising solution so far, but:

• most techniques can be easily removed by the spammer

• plenty of 'open' unwatermarked LLMs already out

• 

What about watermarking?

no evidence of watermarking in popular commercial

models (GPT4, Claude 3, Gemini 1.0 Pro)

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect. ACL 2024. Gloaguen et al. (2024)

Black-Box Detection of Language Model Watermarks
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https://openreview.net/forum?id=SgrEUyZia6
https://openreview.net/forum?id=SgrEUyZia6
https://openreview.net/forum?id=SgrEUyZia6
https://openreview.net/forum?id=SgrEUyZia6
https://openreview.net/forum?id=SgrEUyZia6
https://openreview.net/forum?id=SgrEUyZia6


Incentive problem: ~30% ChatGPT
users would drop it if its use was
detectable!

https://www.wsj.com/tech/ai/openai-tool-chatgpt-cheating-writing-135b755a
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https://www.wsj.com/tech/ai/openai-tool-chatgpt-cheating-writing-135b755a
https://www.wsj.com/tech/ai/openai-tool-chatgpt-cheating-writing-135b755a


NEXT STEPS?

AI Spam Is Already Starting to Ruin the Internet
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https://www.businessinsider.com/ai-spam-google-ruin-internet-search-scams-chatgpt-2024-1?op=1&r=US&IR=T
https://www.businessinsider.com/ai-spam-google-ruin-internet-search-scams-chatgpt-2024-1?op=1&r=US&IR=T


 Can LLM services be socially sustainable
for the general population?

• How do we educate the population about the BS

avalanche?

• How do we protect the less-technically-savvy people from

personalized spam and scams?

• How do we build new models to be detectable?

• How do we enforce detectability of API services?
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 Can LLM services be socially sustainable
for content creators?
• How can we start thinking about attribution/compensation

for training data?

• Can RAG-based AI search engines be fair to publishers?

( : 96% less referral traffic to news sites and blogs

than a Google search)

Forbes

• Should AI companies be able to externalize bandwidth

costs? ( : 50% surge in Wikimedia Commons

bandwidth due to AI crawlers)

TechCrunch
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  Can LLM services be nationally
sustainable?
• in direction of which nations economic benefits accrue?

• which information access tools our population becomes

dependent on?

• who gets to build up troves of EU user data?

• who can withdraw access to LLM models and/or

infrastructure for political/regulatory pressure?

• who decides which sources get promoted in a 'simple

answer' interface?
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Thank you!

   PhD position in 2026!

arog@itu.dk

@annarogers.bsky.social

https://annargrs.github.io

https://linkedin.com/in/annargrs/
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