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Learning to Cooperate under Uncertain Incentive Alignement 

We apply a multi-agent reinforcement learning approach to study the emergence of 
cooperation among reinforcement learning agents that interact in a game. Crucially, 
agents are however uncertain about the extent to which their incentives are aligned, 
or misaligned, in the game. In this framework, we explore through computational 
experiments under what conditions further features of the model (like communication, 
reputation mechanisms, varying risk attitudes) may support learning of more 
cooperative policies. 
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