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In humans, attention focuses neural resources on a limited part of the sensory experience. 
Psychophysics also tells us that we only learn about that to which we attend. In deep 
learning, attention models are typically applied to sequence learning, where attention 
dynamically masks part of the stream [1]. Can we model the biological kind of attention to 
learn more efficiently? 
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