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ABSTRACT

In this paper we introduce a discretisation of Discontinuous Galerkin (DG) type for solving 2-D second order

elliptic PDEs on a regular rectangular grid, while the boundary value problem has a curved Dirichlet boundary.

According to the same principles that underlie DG-methods, we adapt the discretisation in the cell in which

the (embedded) Dirichlet boundary cannot follow the gridlines of the orthogonal grid.

The DG-discretisation aims at a high order of accuracy. We discretize with tensor products of cubic polyno-

mials. By construction, such a DG discretisation is fourth order consistent, both in the interior and at the

boundaries. By experiments we show fourth order convergence in the presence of a curved Dirichlet boundary.

Stability is proved for the one-dimensional Poisson equation with an embedded boundary condition.

To illustrate the possibilities of our DG-discretisation, we solve a convection dominated boundary value prob-

lem on a regular rectangular grid with a circular embedded boundary condition [7]. We show how accurately

the boundary layer with a complex structure can be captured by means of piece-wise cubic polynomials. The

example shows that the embedded boundary treatment is effective.

2000 Mathematics Subject Classification: 65N50, 65N99
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1. Introduction

In this paper we introduce a new discontinuous Galerkin (DG) technique using a regular
grid for solving two-dimensional elliptic boundary value problems on complex domains. So
the difficulty arises that a part of the boundary (the embedded boundary) cannot follow the
gridlines.

Since renewed insights into discontinuous Galerkin methods for elliptic PDEs where ob-
tained, [14, 4, 1, 18], these methods gain in popularity. Especially, because of their con-
venient properties when combined with the hp-adaptive approach and multi-grid solvers
[19, 12, 20, 10].

In view of such applications we want to solve elliptic PDEs with a DG-method on a regular
rectangular grid, while the embedded boundary is typically not aligned with the grid, but
rather intersects the edges of the grid. The main advantage of such a DG-method for the
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embedded boundary is the efficient and easy grid generation compared to the unstructured
grid methods. Even moving-boundary problems could be handled with this DG-method for
the embedded boundary without regenerating grids in time.

The most classical technique in treating complex boundaries is certainly the FEM, where
elements near the boundary are adapted to the shape of the boundary curve. This method
is convenient for high order discretisations. However, generally, the advantages of having a
structured grid is lost.

In the field of finite difference methods, the finite differences are locally adapted to the
curved boundary while the total domain is a regular structured grid. A recent example is
the Embedded Curved Boundary (ECB) Method for higher dimensions, in which the curved
boundary is approximated by piecewise linear segments [11, 13]. This method is fast and has
all the advantages of having a regular structured grid, however no order of accuracy can be
expected higher than two.

Another method which treats complex geometries on orthogonal meshes, is the immersed
boundary (IB) method. This method was previously introduced by Peskin [17, 21] as a
method to study biofluid dynamics problems. Examples of applications are the coupled
motion of the blood filling the verticles of the hart and the interaction between flexible elastic
membranes in combination with an incompressible fluid in two dimensions [6]. The main idea
of this method is to introduce a body force term such that the presence of the embedded
boundary is simulated, without altering the orthogonal mesh. This approach makes the
method very flexible and even fourth order convergences is reported [6].

Our approach is to introduce a domain Ω̂ slightly larger than the domain Ω on which the
BVP is originally defined. Then, according to the typical DG setting, we treat the embedded
boundary in weak form, by introducing a Lagrange multiplier, assuming that the solution on
the fictitious domain has a sufficiently smooth continuation satisfying the PDE on the whole
of Ω̂. Of course, this will imply to the requirement that the local domains Ωe of cells Ω̂e, do
not vanish.

Applying this Lagrange-multiplier technique, we arrive at two main formulations: the
Lagrange formulation for the embedded boundary condition, and the hybrid formulation
[9]. In Section 2, we give an exposure of these two formulations and study the stability
conditions. From both forms DG-formulations for the embedded boundary can be derived
by elimination of the Lagrange multiplier. We will see in Section 3 that these formulations
are easily applied to BVP’s on complex domains. However, depending on the location of
the embedded boundary, stability is not always guaranteed. On the other hand this possible
instability can be repaired. We prove that for the one-dimensional Poisson equation on a single
cell, the Baumann-Oden variant is stable, if we only weight the embedded boundary with the
traces of two linear polynomials. In Section 4 we introduce a DG-discretisation technique
for solving the Poisson equation on a regtangular grid, while a part of the boundary, the
embedded boundary, is curved. For test and trial space we take the cubic tensor product
polynomials, the basis of higher-order approximations as explained in [8], and we show that
such a discretisation technique is fourth-order consistent both in the interior and at the
boundaries. By experiments, we show that on halving the gridsize an average error reduction
of a factor 12 can be expected, if an extra weight is introduced, weighting the embedded
boundary with the trace of a linear polynomial. Moreover, by introducing this weight, the
corresponding linear systems become positive definite.
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It is straight forward to extend the use of the DG-technique for the embedded boundary
condition to the convection-diffusion equation. This is explained in Section 4.3. In the last
Section we solve a singularly perturbed convection-dominated boundary value problem with
an embedded circular boundary. We show how well the complex structure of the solution is
captured by means of piecewise cubics.

Summarizing, we show that the proposed DG discretisation technique for the treatment of
curved Dirichlet boundary conditions on a regular rectangular grid is effective.

2. Lagrange multiplier forms

2.1 The Lagrange multiplier form for the embedded boundary condition
In order to solve a second order elliptic problem Lu = f on a complex domain by means of
a DG-discretisation type, we consider the equation on an open domain Ω̂, which is slightly
larger than the open domain Ω on which the elliptic BVP is originally defined. On this
fictitious domain Ω̂ ⊇ Ω we discretize the problem Lu = f . The solution u is determined by
a Dirichlet boundary condition u = u0 on ∂Ω, the boundary of Ω, and we assume that this
solution u allows for a sufficiently smooth continuation on the whole of Ω̂. Of course, this
excludes certain types of singularities near the boundary.

For this treatment we consider a rectangular domain Ω̂ with boundary ∂Ω̂ as in Figure 1.
In this domain we distinguish two non-overlapping open sub-domains, Ω and Ω̃, such that

Ω̂ = Ω ∪ Ω̃, and Ω ∩ Ω̃ = ∅, (2.1)

where Ω is the domain of interest and Ω̃ is the fictitious part. On the whole domain Ω̂, we
now apply the differential equation, while the Dirichlet boundary conditions are given on ∂Ω,
the boundary of Ω. So, for the Poisson equation our boundary value problem reads:

Lu ≡ −∆u = f on Ω̂, and u = u0 on ΓD = ∂Ω, (2.2)

under the assumption that the solution u on Ω, has a sufficiently smooth continuation into
Ω̃, satisfying the Poisson equation on the whole of Ω̂.

To arrive at a mesh-dependent variational formulation of the Poisson equation, we consider
a partitioning, Ω̂h, of Ω̂ in regular rectangular cells, such that

Ω̂h =
{

Ω̂e | ∪e Ω̂e = Ω̂, Ω̂i ∩ Ω̂j = ∅, i �= j
}

. (2.3)

By the partitioning (2.3), we introduce the set of common interfaces between adjacent cells,
Γ̂int = Ω̂i ∩ Ω̂j . In this way, cells Ω̂e which contain part of the embedded boundary γe ⊂ ∂Ω
are split into two coherent parts, Ωe = Ω̂e ∩ Ω and Ω̃e = Ω̂e ∩ Ω̃ so that Γ̂int = Γint ∩ Γ̃int,
where Γint = Ωi ∩ Ωj is the interface not including the fictitious part, while the interface in
the fictitious part of the domain is Γ̃int = Ω̃i ∩ Ω̃j . (See also Figure 1.)

On the partitioning (2.3), we consider the broken Sobolev space [4, 16, 5] for non-negative
integer k, defined by

Hk(Ω̂h) =
{

u ∈ L2(Ω̂) | u|
Ω̂e

∈ Hk(Ω̂e), ∀Ω̂e ∈ Ω̂h

}

.
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Now the weak formulation for the Poisson equation with an embedded Dirichlet boundary
condition reads: find u ∈ H1(Ω̂h) and p ∈ H−1/2(Γint) such that

∑

Ω̂e∈Ω̂h

(∇u,∇v)
Ω̂e

− 〈∇u, [v]〉
∂Ω̂

− 〈p, [v]〉Γint
− 〈q, [u]〉Γint

(2.4)

=
∑

Ω̂e∈Ω̂h

(f, v)Ω̂e
, ∀v ∈ H1(Ω̂h), ∀q ∈ H−1/2(Γint),

under the constraint that u = u0 on ∂Ω.

Here, we define the jump operator [ · ] at the common interfaces Γ̂int and Γint between two
adjacent 1 cells Ω̂i and Ω̂j by

Γ̂int : [w(x)] = w(x)|
∂Ω̂i

ni + w(x)|
∂Ω̂j

nj , (2.5)

Γint : [w(x)] = w(x)|∂Ωi
ni + w(x)|∂Ωj

nj .

Notice, that the term 〈q, [u]〉Γint
is also computed at interfaces of cells Ω̂e not containing part

of the embedded boundary γ, since we then have Γ̃int = ∅ and hence Γ̂int = Γint. In this way,
we only require continuity of the solution u in the domain of interest (see also [9], page 152).

For a vanishing fictitious part Ω̃, we recognize in (2.4) the classical hybrid formulation for
the Poisson equation as described in [3, 15], but in this case with strongly imposed Dirichlet
boundary conditions.

By the Lagrange multiplier theorem [2], (2.4) is equivalent to the following form: find
u ∈ H1(Ω̂h), p ∈ H−1/2(Γint) and p ∈ H−1/2(∂Ω) such that

∑

Ω̂e∈Ω̂h

(∇u,∇v)
Ω̂e

− 〈∇u, [v]〉
∂Ω̂

+〈p, [v]〉∂Ω − 〈p, [v]〉Γint
− 〈q, [u]〉Γint

(2.6)

=
∑

Ω̂e∈Ω̂h

(f, v)
Ω̂e
, ∀v ∈ H1(Ω̂h), ∀q ∈ H−1/2(Γint),

〈q, [u]〉∂Ω = 〈q, [u0]〉∂Ω ∀q ∈ H−1/2(∂Ω).

We call this form the general Lagrange formulation for the embedded boundary value problem
(see also [9], page 137). We see that if u satisfies (2.2), that p satisfies p = ∇u and p vanishes
at the boundary ∂Ω.

2.2 The hybrid form for the embedded boundary condition
We also introduce an alternative formulation for the embedded boundary condition. For this
purpose, we consider the general Lagrange formulation for the embedded boundary value
problem (2.6). For vanishing fictitious part Ω̃ = ∅ of the domain Ω̂, formulation (2.6) reads:

1At the boundaries ∂Ω̂ and ∂Ω the interface with a virtual (flat, exterior) adjacent cell is used.
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Ω̃

Ω̂e

Ω̂e+1 Γ̂int = Γint

Γint∂Ω

∂Ω̂

∂Ω̂

γ

Ω

Figure 1: The partitioning Ω̂h, the domain of interest Ω and the fictitious part Ω̃. The
fictitious domain Ω̂ = Ω ∪ Ω̃.

find u ∈ H1(Ω̂h), p ∈ H−1/2(Γ̂int) and p ∈ H−1/2(∂Ω̂) such that
∑

Ω̂e∈Ω̂h

(∇u,∇v)
Ω̂e

− 〈∇u, [v]〉
∂Ω̂

+〈p, [v]〉
∂Ω̂

− 〈p, [v]〉
Γ̂int

− 〈q, [u]〉
Γ̂int

(2.7)

=
∑

Ω̂e∈Ω̂h

(f, v)
Ω̂e
, ∀v ∈ H1(Ω̂h), ∀q ∈ H−1/2(Γ̂int),

〈q, [u]〉
∂Ω̂

= 〈q, [u0]〉∂Ω̂
∀q ∈ H−1/2(∂Ω̂).

Taking p|
∂Ω̂

= (∇u− p)|
∂Ω̂

, we arrive at the classical hybrid weak formulation [3, 15]: find
u ∈ H1(Ω̂h), p ∈ H−1/2(Γ̂int ∪ ∂Ω̂) such that

∑

Ω̂e∈Ω̂h

(∇u,∇v)Ω̂e
− 〈p, [v]〉∂Ω̂ − 〈q, [u]〉∂Ω̂ − 〈p, [v]〉Γ̂int

− 〈q, [u]〉Γ̂int
(2.8)

=
∑

Ω̂e∈Ω̂h

(f, v)
Ω̂e

− 〈q, [u0]〉∂Ω̂
, ∀v ∈ H1(Ω̂h), ∀q ∈ H−1/2(Γ̂int ∪ ∂Ω̂).

However, we can also apply (2.8) to the embedded boundary value problem. Then, in case
Ω̃ �= ∅, the weak formulation reads: find u ∈ H1(Ω̂h), p ∈ H−1/2(Γ̂int ∪ ∂Ω̂) such that

∑

Ω̂e∈Ω̂h

(∇u,∇v)Ω̂e
− 〈p, [v]〉∂Ω̂ − 〈q, [u]〉∂Ω − 〈p, [v]〉Γ̂int

− 〈q, [u]〉Γint
(2.9)

=
∑

Ω̂e∈Ω̂h

(f, v)
Ω̂e

− 〈q, [u0]〉∂Ω , ∀v ∈ H1(Ω̂h), ∀q ∈ H−1/2(Γint ∪ ∂Ω).

We call this form the general hybrid formulation for the embedded boundary problem.
The main difference between the two weak formulation (2.6) and(2.9) is, that in case of

the general Lagrange formulation, the Lagrange multiplier p for the embedded boundary is
computed at the boundary ∂Ω and vanishes for the solution u of the BVP (2.2), while in
case of the general hybrid formulation, p is computed on ∂Ω̂ and p = ∇u, for u satisfying the
boundary value problem (2.2).
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2.3 The stability of the Lagrange multiplier forms
For an initial consistency and stability study of the Lagrange-multiplier and the hybrid for-
mulation for the embedded boundary condition, (2.6) and (2.9) respectively, we consider the
following simple one-dimensional problem.

On a single cell, the unit interval Ω̂h = Ω̂ = (0, 1), we consider the Poisson equation with
homogeneous boundary conditions:

−d
2u

dx2
= f, on Ω̂, with u(d) = 0, u(1) = 0, (2.10)

where d ∈ (0, 1) and Ω = (d, 1). To discretize (2.10), we take for test and trial spaces the
(p + 1)-dimensional subspace Sh(Ω̂) = P p(Ω̂) ⊂ H1(Ω̂), the polynomials of degree ≤ p. So,
we seek for the approximation

uh =
∑

0≤i≤p

ciφi(x), φi(x) ∈ Sh(Ω̂).

Because of the 1-D structure of this problem, boundary values on both ∂Ω and ∂Ω̂ are param-
eterized by only two values. Therefore we provide the boundary spaces Qh(∂Ω̂) ⊂ H−1/2(∂Ω̂)
and Qh(∂Ω) ⊂ H−1/2(∂Ω) with the traces of two linear polynomials, viz., Qh(∂Ω̂) = {ψ0(x) =
(1−x)|x=(0,1), ψ1(x) = x|x=(0,1))} and Qh(∂Ω) = {ψ0(x) = x−1

d−1 |x=(d,1), ψ1(x) = x−d
1−d |x=(d,1))}.

Then the approximation of the two Lagrange multipliers is given by

ph =
∑

0≤i≤1

aiψi(x)|x=0,1 and ph =
∑

0≤i≤1

aiψi(x)|x=d,1.

Having provided the approximation spaces, the two weak formulations (2.6) and (2.9), reduce
to the following discrete weak forms:
(i) in case of the Lagrange multiplier formulation: find uh ∈ Sh(Ω̂), ph ∈ Qh(∂Ω) such that

∫ 1

0
u′hv

′
hdx− [

u′h(1)vh(1) − u′h(0)vh(0)
]
+ [ph(1)vh(1) − ph(d)vh(d)] (2.11)

+ [qh(1)uh(1) − qh(d)uh(d)] =
∫ 1

0
vhfdx, ∀vh ∈ Sh(Ω̂), qh ∈ Qh(∂Ω).

(ii) in case of the hybrid form: find uh ∈ Sh(Ω̂), ph ∈ Qh(∂Ω̂) such that
∫ 1

0
u′hv

′
hdx− [ph(1)vh(1) − ph(0)vh(0)] − [qh(1)uh(1) − qh(d)uh(d)] (2.12)

=
∫ 1

0
vhfdx, ∀vh ∈ Sh(Ω̂), qh ∈ Qh(∂Ω).

First we study the consistency of the two discrete weak forms (2.11) and (2.12). So we
check if we can solve for exact solutions in the polynomial space Sh(Ω̂). The solution for
f(x) = x2 in (2.10), d = 1/2 and Sh(Ω̂) = P 4(Ω̂) is shown in Figure 2. We see that the two
formulations solve for the exact solution. The computed Lagrange multipliers are shown in
Table 1. Here we see the main difference between the two methods: In case of the Lagrange
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Figure 2: The solution u(x) = − 1
12x

4 + 5
32x − 7

96 computed with the hybrid- and Lagrange-
method.

Lagrange method (2.11) ph(d) = 0 ph(1) = 0
hybrid method (2.12) ph(0) = 5/32 ph(1) = −17/96

Table 1: The values of the Lagrange multipliers of hybrid- and Lagrange- method for the
solution as in Figure 2.

multiplier method, the Lagrange multipliers vanish at the boundary ∂Ω, while in case of the
hybrid method, the Lagrange multipliers correspond to the fluxes at the boundary of ∂Ω̂, i.e.,
ph(x) = duh

dx (x) for x = 0, 1.
Next we consider the stability of the two discrete weak formulations (2.11) and (2.12). So

we check, if we can solve the BVP (2.10), for arbitrary locations of the embedded boundary
condition d ∈ (0, 1) and arbitrary degree p of the polynomial space P p(Ω̂). Hence, for the
two discrete weak formulations, we have to solve a (p+ 3)× (p+ 3) linear system Lduh = fh,
where the matrix depends on the interior boundary location d. The results are shown in
Table 2. We see that the Lagrange multiplier method has locations of the interior Dirichlet

The Lagrange method
p = 2 1/3 − −
p = 3 2/5 − 1/10

√
6 2/5 + 1/10

√
6 −

p = 4 0.08858795951 0.4094668644 0.7876594618

Table 2: Values for d for which the discrete system becomes singular. The discretisations are
made for Sh(Ω̂) = P p(0, 1), p = 2, 3, 4.

boundary condition, for which the method becomes singular. The number of points where a
singularity appears grows with increasing polynomial degree p. However, the hybrid method
shows no singular points.

To study the singular behavior of the discrete Lagrange multiplier method more precisely,
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we return to the equivalent discrete weak formulation of (2.11) with strongly imposed bound-
ary conditions. Therefore, we consider the following function space of one-dimensional poly-
nomials defined on Ω̂h = Ω̂ = (0, 1) such that

S0(Ω) =
{

uh ∈ P p(Ω̂) | uh(d) = uh(1) = 0
}

. (2.13)

Then the weak formulation, equivalent to (2.11), reads: find uh ∈ S0(Ω) such that
∫ 1

0
u′hv

′
hdx− [u′h(1)vh)(1) − u′h(0)vh(0)] =

∫ 1

0
vhfdx, ∀vh ∈ S0(Ω). (2.14)

Consider now the discretisation of (2.14) with a quadratic polynomial basis. So we have
S0(Ω) = Span {φ0(x)}, where φ0(x) = (x − d)(x − 1) and the approximation is given by
uh(x) = c0φ0(x). The form (2.14) reduces to a scalar equation Lhuh = fh, where the discrete
operator Lh is given by Lh = 1

3 − d. We see immediately that a singularity appears if the
interior Dirichlet boundary condition is located at d = 1/3. This singular point corresponds
to the same location as shown in Table 2 for a third order discretisation of the Lagrange
multiplier formulation.

For constant right-hand side f in the BVP (2.10), the solution of (2.14) reads

uh =
1
2
f(x− d)(1 − x), d �= 1

3
, 1,

from which we conclude that this discretisation is third order consistent provided that d ∈
(0, 1) �= 1

3 . The number of points where a singularity appears increases with the polynomial
degree and the locations correspond with those of the Lagrange multiplier formulation as
shown in Table 2.

From the formulation (2.14), we see that there exist locations d both for (2.11) and (2.14),
for which the spurious mode in the solution satisfies the condition

∃d ∈ (0, 1), ∃uh �= 0 ∈ S0(Ω) |
∫ 1

0
|u′h|2dx = −u′h(0)uh(0), (2.15)

with u′h(0)uh(0) �= 0.
On the other hand, we can adapt formulation (2.14) such that the spurious modes, for

arbitrary locations of the interior Dirichlet boundary condition d ∈ (0, 1), are removed.
Therefore, we introduce another space of one-dimensional polynomials defined on Ω̂h = Ω̂ =
(0, 1), such that

V0(Ω̂) =
{

vh ∈ P p(Ω̂) | vh(0) = vh(1) = 0
}

, (2.16)

and, we consider the following weak formulation: find uh ∈ S0(Ω) such that
∫ 1

0
u′hv

′
hdx =

∫ 1

0
vhfdx, ∀vh ∈ V0(Ω̂), (2.17)

where the polynomial space S0(Ω) is defined by (2.13). This formulation is also p + 1 order
consistent, and we see immediately, that for arbitrary d ∈ (0, 1) that, if

∃d ∈ (0, 1), ∃uh �= 0 ∈ S0(Ω) |
∫ 1

0
u′h, v

′
hdx = 0, ∀vh ∈ V0(Ω̂),
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uh must be a linear polynomial in S0(Ω), i.e., uh ≡ 0. Hence, formulation (2.17) is stable for
arbitrary locations of the interior Dirichlet boundary condition.

Summarizing, the Lagrange multiplier formulation for the embedded boundary condition
(2.11) and hence (2.14), the equivalent formulation with strongly imposed interior Dirichlet
boundary condition are unstable. The spurious modes in the solution of either (2.11) or
(2.14) satisfy the condition (2.15). This instability is directly linked with the choice of test
and trial space in formulation (2.14). If we take the trial space V0(Ω̂), as in (2.16), we arrive
at a stable weak formulation with a strongly imposed interior Dirichlet boundary condition
(2.17).

3. The Discontinuous Galerkin forms

3.1 The Discontinuous Galerkin formulation for the embedded boundary condition
In the previous section we have seen that the discrete hybrid formulation for the one-
dimensional Poisson equation on a single cell is stable. In [9], we also have shown, that
third- and fourth order hybrid discretisations, for the two-dimensional Poisson equation on
the unit cell with a curved embedded Dirichlet boundary condition, do not show locations of
the embedded boundary condition for which the resulting linear system becomes unstable.
So it appears to be appropriate to discretize a BVP with the hybrid method.

However, it appears that such a hybrid discretisation of the embedded BVP, on a multi-cell
partitioning Ω̂h, as in (2.3), is rather complicated (besides the fact that such an discretisation
is expensive, in view of the degrees of freedom for the Lagrange multiplier p). 2

To overcome this difficulty, we eliminate from (2.9) the Lagrange multiplier p ∈ H−1/2(Γ̂int∪
∂Ω̂) and the extra test functions q ∈ H−1/2(Γint ∪∂Ω). Similar to the classical DG-technique
[4, 5, 1, 18], where it is assumed that the Lagrange multiplier p on the common interface Γ̂int

corresponds with the average normal flux 〈∇u〉 on that interface. Notice that in our case we
have to distinguish between

Γ̂int : 〈τ(x)〉 =
1
2

(

τ(x)|
∂Ω̂i

+ τ(x)|
∂Ω̂j

)

and (3.1)

Γint : 〈τ(x)〉 =
1
2

(
τ(x)|∂Ωi

+ τ(x)|∂Ωj

)
.

Recognizing that, for u satisfying (2.2), the Lagrange multiplier p in (2.9) equals ∇u on the
boundary ∂Ω̂, and choosing q(Γint) = −σ 〈∇v〉 − µ[v] and q(∂Ω) = −σ∇v − µ[v], with jump
operators 3 as in (2.5), we arrive at the DG-formulation for the embedded boundary condition:

2If, e.g., we want to have a fourth order discretisation of the (two-dimensional) hybrid formulation for

the embedded boundary condition (2.9), we take for test and trial space Sh(Ω̂h) ⊂ H1(Ω̂h) the usual space

of piecewise cubic polynomials in each coordinate direction on the partitioning Ω̂h. However, we also have
to define in (2.9) the finite dimensional subspaces Qh(Γ̂int ∪ ∂Ω̂) ⊂ H−1/2(Γ̂int ∪ ∂Ω̂) and Qh(Γint ∪ ∂Ω) ⊂
H−1/2(Γint ∪ ∂Ω). Since, as explained in [9], these subspaces are obtained from traces of cubic polynomials in

Qh(Ω̂h) ⊂ H1(Ω̂h)∩C1(Ω̂h), it is not trivial to find such a cubic polynomial space Qh(Ω̂h) on the partitioning

Ω̂h.
3At the boundaries ∂Ω̂ and ∂Ω the interface with a virtual (flat, exterior) adjacent cell is used.
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find u ∈ H1(Ω̂h), such that
∑

Ω̂e∈Ω̂h

(∇u,∇v)
Ω̂e

− 〈∇u, [v]〉
∂Ω̂

+ σ 〈∇v, [u]〉∂Ω − 〈〈∇u〉 , [v]〉
Γ̂int

(3.2)

+ σ 〈〈∇v〉 , [u]〉Γint
+ µ 〈[v], [u]〉Γint∪∂Ω =

∑

Ω̂e∈Ω̂h

(f, v)
Ω̂e

+ σ 〈∇v, [u0]〉∂Ω

+ µ 〈[v], [u0]〉∂Ω , ∀v ∈ H1(Ω̂h).

Notice that (3.2) can also be obtained from (2.6). If we substitute in (2.6) p(∂Ω) ≡ 0,
p(Γ̂int) = 〈∇u〉, q(Γint) = −σ 〈∇v〉 − µ[v] and q(∂Ω) = −σ∇v − µ[v], we also arrive at (3.2).

In the following section we study the stability of (3.2).

3.2 The instability of the Discontinuous Galerkin formulation
For an initial stability study of (3.2) we return again to the one-dimensional equation on a
single cell with an interior Dirichlet boundary condition. So, considering (2.10), the general
DG-formulation for the embedded boundary condition reduces to: find uh ∈ Sh(Ω̂) such that

∫ 1

0
u′hv

′
hdx− [

u′h(1)vh(1) − u′h(0)vh(0)
]
+ σ

[
uh(1)v′h(1) − uh(d)v′h(d)

]
(3.3)

+ µ [uh(1)vh(1) + uh(d)vh(d)] =
∫ 1

0
vhfdx, ∀vh ∈ Sh(Ω̂h),

where the Sh(Ω̂) = P p(Ω̂) ⊂ H1(Ω̂) is the (p+ 1)-dimensional space of polynomials of degree
≤ p and the approximation is given by

uh =
∑

0≤i≤p

ciφi(x), φi(x) ∈ Sh(Ω̂).

It is obvious that (3.3) is (p+ 1)-order consistent.
However, similar as for (2.11), stability of (3.3) is not guaranteed for arbitrary locations

d ∈ (0, 1). For given a given polynomial basis in Sh(Ω̂) we have to solve a (p+1)×(p+1) linear
system Lσ,µ,duh = fh, in which the matrix depends on the method parameter σ = ±1, the
penalty parameter µ ≥ 0 and the location of the interior Dirichlet boundary condition d. The
locations d, for which the resulting linear system of the Baumann-Oden-DG (σ = 1, µ = 0),
the symmetric-DG (σ = −1, µ = 0) and the non-symmetric interior penalty-method (NIPG)
(σ = 1, µ > 0), are singular, are shown in Table 3. Also in these cases, we see that the number
of locations of the interior Dirichlet boundary condition for which the discrete system becomes
singular, increases with the polynomial degree p. The use of the penalty parameter µ > 0
does not stabilize the method. We discuss this below.

Consider the NIPG formulation in (3.3) with σ = 1 and µ >> 1. Apparently, there are
values of d, such that a spurious mode in (3.3) exists:

0 �= uh ∈ Sh(Ω̂h) |
∫ 1

0
|u′h|2dx+ u′h(0)uh(0) − uh(d)u′h(d) + µ[u2

h(1) + u2
h(d)] = 0. (3.4)

For µ >> 1, we may simplify formulation (3.4) into

0 �= uh ∈ Sh(Ω̂h) |
∫ 1

0
|u′h|2dx+ u′h(0)uh(0) + µ[u2

h(1) + u2
h(d)] = 0, (3.5)
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The symmetric- / Baumann-method (σ = ±1, µ = 0)
p = 2 − −
p = 3 2/5 −
p = 4 3/7 − 1/7

√
2 3/7 + 1/7

√
2

NIPG (σ = 1, µ = 5)
p = 2 11/21 − −
p = 3 0.2820018914 0.8313042416 −
p = 4 0.1786866021 0.5490461868 0.934889434

Table 3: Values for d for which the discrete system becomes singular. The discretisations are
made for Sh(Ω̂) = P p(0, 1), p = 2, 3, 4.

and, we see that in the limit for µ→ ∞ a spurious mode for (3.3) exists:

∃uh �= 0 ∈ Sh(Ω̂h), uh(d) = uh(1) = 0 |
∫ 1

0
|u′h|2dx = −u′h(0)uh(0), (3.6)

with u′h(0)uh(0) �= 0. Hence, the NIPG method in (3.3) with large penalty parameter µ is
unstable for a d satisfying (3.6). Notice that (3.6) is equivalent to condition (2.15), for which
the discrete Lagrange multiplier formulation (2.11) is unstable.

Figure 3 shows the two spurious modes of a fourth order NIPG discretisation according
to (3.3), with σ = 1 and µ >> 1. We see that the functions satisfy the conditions uh(d) =
uh(1) = 0 and that the locations d ∈ (0, 1), coincide with the two locations, as shown in Table
2, for which the fourth order discrete Lagrange multiplier formulation (2.11) is unstable.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

x

w
h
(x

)

d0=0.1551
d1=0.6450

Figure 3: The two spurious modes of a fourth order NIPG discretisation, according to (3.3)
with σ = 1 and µ >> 1. The functions satisfy the homogeneous Dirichlet boundary conditions
uh(d) = uh(1) = 0, where the locations d ≈ 2/5 ± 1/10

√
6 correspond to the values of d for

which also the fourth order Lagrange multiplier discretisation is unstable, as shown in Table
2.
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3.3 A stability fix of the Baumann-Oden variant
Now we introduce a modified DG formulation for the one-dimensional problem defined in
(2.10).

For this purpose, we split the space V (Ω̂) = H1(Ω̂) as

V (Ω̂) = P 1(Ω̂) ⊕H1
0 (Ω̂), (3.7)

where P 1(Ω̂) = Span {1 − x, x}. And we introduce the following trace operator on the
embedded boundary at x = d:

γ̃d : V (Ω̂) → P 1(d) ⊂ H−1/2(d) : γ̃d(v) = γ̃d(v0 + v1) = v0(d), (3.8)

with v0 ∈ P 1(Ω̂) and v1 ∈ H1
0 (Ω̂). Next, we introduce the weak formulation: find u ∈ V (Ω̂)

such that

B(u, v) ≡
∫ 1

0
u′v′dx+ u′(0)v(0) − u′(1)v(1)+v′(1)u(1) (3.9)

+γ̃d(v)u(d) =
∫ 1

0
fvdx, ∀v ∈ V (Ω̂).

It is obvious that, if for arbitrary d ∈ (0, 1) a solution u ∈ V satisfying (2.10), the solution
also satisfies (3.9). Next we show that the solution u ∈ V (Ω̂) of (3.9) is unique and hence
satisfies (2.10).

Theorem 1. Consider the bilinear form B(u, v) given in (3.9) on the functions space V (Ω̂)
as in (3.7). The form B(u, v) is stable, in the sense that, for arbitrary d ∈ (0, 1), from
B(u, v) = 0, ∀v ∈ V (Ω̂) it follows that u ≡ 0.

Proof. Let 0 �= u ∈ V (Ω̂) be arbitrary and select first v1 ∈ D(Ω̂) =
{

v ∈ H1
0 (Ω̂), v′(1) = 0

}

.
From

∫ 1

0
u′v′1dx = 0, ∀v1 ∈ D(Ω̂) ⊂ H1

0 (Ω̂), (3.10)

we conclude that u is a linear polynomial on Ω̂. Next, for arbitrary v1 ∈ H1
0 (Ω̂),

∫ 1

0
u′v′1dx+ u(1)v′1(1) = 0, (3.11)

so that u = a0(1 − x) ∈ P 1(Ω̂) ⊂ V (Ω̂), a0 ∈ R, satisfying the homogeneous Dirichlet
boundary condition u(1) = 0. Now, we consider the last condition in the sense that for
u = a0(1 − x), we still have to satisfy

∫ 1

0
u′v′0dx+ u′(0)v0(0) − u′(1)v0(1) + v0(d)u(d) = 0, ∀v0 ∈ P 1(Ω̂). (3.12)

Notice that for u = a0(1− x) and v0 = 1−x or v0 = x, the first three terms in (3.12) vanish.
Hence we are left over with the condition that u(d)v0(d) = 0, ∀v0 ∈ P 1(Ω̂), and hence u ≡ 0.
Or B(u, v) = 0, ∀v ∈ V (Ω̂) implies that u ≡ 0.
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The bilinear form (3.9) also has two coercivity properties, which are listed below.
i) If u ∈ H1

0 (Ω̂), we have immediately that ∀u ∈ H1
0 (Ω̂), B(u, u) ≥ γ||u′||

L2(Ω̂)
, γ > 0.

ii) For u, v0 ∈ P 1(Ω̂) in (3.7), we associate the bilinear form (3.9) with a 2 × 2 linear system
from which we derive the eigenvalues:

λ1,2 = 1 − d+ d2 ±
√

d4 − 2d3 + 3d2 − d.

We see that for d ∈ (0, 1), the real part of both eigenvalues is positive. In view of the
properties (i) and (ii), we assume that the operator B(u, v) of (3.9) is positive definite.

To study the discretisation of (3.9) in practice, we take for test and trial space S(Ω̂) =
Span {φi(x)} ⊂ V (Ω̂), i = {0, 1, .., 2p− 1} the polynomials of degree less than 2p, where on
the unit interval we consider the following polynomials

φ0(t) = 1 − t, φ1(x) = t, (3.13)

φ2n+k = −tn+k(1 − t)n+1−k, n = 1, .., p− 1, k = 0, 1.

Then with the approximation uh =
∑

0≤i≤2p−1 ciφi(x), the discretisation of (3.9) reduces to
a 2p × 2p linear system Lhuh = fh. Figure 4 shows the spectrum in the complex domain
as function of d ∈ (0, 1) for the fourth order discretisation of (3.9) with polynomial basis
(3.13) and p = 2. We see that for arbitrary d ∈ (0, 1) the real part of the eigenvalues
is positive. The discrete operator is well conditioned for values of d up to 0.75. For d
close to one, the matrix becomes singular, which is directly a consequence of the vanishing
domain of interest Ω [9]. Also higher order discretisations of (3.9) with polynomial basis
(3.13) show positive definite spectra for arbitrary d ∈ (0, 1). Numerical experiments of

0 0.2 0.4 0.6 0.8 1 1.2
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

ℜ(λ)

ℑ
(λ

)

· : d ∈ (0, 0.75), +: d ∈ (0.75, 1)

Figure 4: The spectrum λi, i = (0, 1, .., 3) in the complex domain as function of the embedded
boundary location d ∈ (0, 1) of the fourth-order discretisation of (3.9) with polynomial basis
(3.13).

the one-dimensional Poisson equation on more cells, where ’normal’ cells, which have no
embedded boundary, are discretized with the Baumann-Oden DG-method and cells with
the embedded Dirichlet boundary condition with the modified DG-method (3.9), also show
that the resulting linear system is positive definite. This motivates us to continue with
two-dimensional experiments.
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4. The two-dimensional case

4.1 The stability of a two-dimensional DG-discretisation for the Poisson equation on a cell
Having studied the stability and consistency of DG-discretisations for the one-dimensional
Poisson equation with an interior Dirichlet boundary condition, we now study fourth-order
DG-discretisations for the two-dimensional Poisson equation with a similar embedded bound-
ary condition.

Starting from (3.2), the Baumann-Oden formulation for the Poisson equation with em-
bedded boundary condition (σ = 1, µ = 0), the idea is to stabilize cells having an interior
boundary segment by means of an extra weight in order to arrive at a linear system in which
the discrete operator is positive definite.

Consider for this purpose the following BVP. On a single unit square Ω̂, we define the
Poisson equation with Dirichlet boundary condition on ΓD and interior boundary part γ

−∆u = f on Ω̂, and u = u0 on ∂Ω = ΓD ∪ γ, (4.1)

where the Dirichlet boundary conditions are defined on

ΓD = {(x, y) | 0 < x < d, y = 0, 1; x = 0, 0 < y < 1} ,
γ = {(x, y) | x = d, 0 < y < 1} .

To discretize (4.1), we take for the finite dimensional test and trial space Sh(Ω̂) ⊂ H1(Ω̂) the
space of cubic tensor-product polynomials in each of the two coordinate directions, based on
(3.13). Hence, with

Sh(Ω̂h) =
{

φj,e(y)φi,e(x) ∈ P 3×3(Ω̂)
}

, (4.2)

and the approximation

uh(x, y) =
∑

0≤i,j<4

ci,j φi(x)φj(y), (4.3)

we consider, according to (3.2), the following discrete weak formulation for the BVP (4.1):
find uh ∈ Sh(Ω̂) such that

(∇uh,∇vh)
Ω̂
−〈n · ∇uh, vh〉∂Ω̂

+ 〈n · ∇vh, uh〉∂Ω + PEγ(uh, vh) (4.4)

=(f, vh)
Ω̂

+ 〈n · ∇vh, u0〉∂Ω + PEγ(u0, vh), ∀vh ∈ Sh(Ω̂),

where PEγ(·, ·) is respectively a penalty and weighting term on the interior boundary γ, which
we specify below. For this initial stability study we consider either

PEγ(uh, vh) = µ 〈uh, vh〉γ , or (4.5)

PEγ(uh, vh) = µ 〈uh, γ̃D(vh)〉γ , (4.6)

where µ = ν/|γ|, |γ| the interior boundary length and γ̃D(vh) is a trace operator similar to
(3.8) and here defined by

γ̃D : Sh(Ω̂) ⊂ H1(Ω̂) → P 1×1(γ) ⊂ H−1/2(γ) : γ̃D(vh) = v0,h(γ) ∈ P 1×1(γ), (4.7)
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and P 1×1(γ) =
{
vh | vh = vh|γ , vh ∈ P 1×1

}
i.e., P 1×1(γ) contains functions that are restric-

tions of a bilinear function on Ω̂ to the embedded boundary γ. In this way, applying the extra
weight (4.6) in the weak formulation (4.4) means that the interior boundary γ is weighted
with the traces of only the linear polynomials in Sh(Ω̂), whereas using the penalty term (4.5)
means that, the interior boundary is penalized with traces of all polynomials in Sh(Ω̂).

With the finite dimensional function space (4.2) and the approximation (4.3), the bilinear
form (4.4) reduces to a 16× 16 linear system Lhuh = fh, in which the discrete operator Lh is
still a function of d, the location of the interior Dirichlet boundary condition. For the penalty
term (4.5) and weight (4.6), with µ = 0, 5 and 10, Figure 5 shows the spectral condition
number κ as function of d. If we first consider in this figure form (4.4) with the extra weight

.1e5

1e+05

1e+06

1e+07

0 0.2 0.4 0.6 0.8 1

.1e5

1e+05

1e+06

1e+07

0 0.2 0.4 0.6 0.8 1

µ 〈uh, γ̃D(vh)〉γ µ 〈uh, vh〉γ
Figure 5: The condition number κ of the discrete operator as function of d, the location of the
interior boundary condition. The 16 × 16 linear system arises from the discrete formulation
(4.4) with either penalty term (4.5) or weight (4.6) on the interior boundary γ. o : µ = 0,
+ : µ = 5 and � : µ = 10.

(4.6), we see that in case µ = 0 there are locations of the embedded boundary for which the
discrete system Lhuh = fh is singular. However, these locations vanish for increasing values
of the parameter µ. The situation changes if the interior boundary is penalized by (4.5).
Although in this case the singular locations appear to be a function of µ, they do not vanish.

Figure 6 shows the smallest real part of the eigenvalues in the spectrum of Lh with weight
(4.6) as function d. We see that the discrete operator Lh is positive definite for arbitrary
location 0 < d < 1 of the interior boundary. The effect of the parameter µ is small, although
min(�(λi)) is somewhat larger in the range 0.4 < d < 1 for µ = 10.

So, in view of this fourth-order discretisation of (4.4), the weight (4.6) stabilizes the discrete
operator Lh in a similar way as in the one-dimensional case. However, for discretisations of
(4.4) of order higher than four, a more sophisticated weighting term should be introduced,
to remove spurious modes in the solution.

Nevertheless this result motivates us to continue studying this technique for more complex
domains partitioned according to (2.3), where the cells with interior boundary segments
are discretized by the fourth-order discrete form (4.4) with weight (4.6) and other cells are
discretized by means of Baumann-Oden’s DG form, expecting that the overall linear system
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Figure 6: The smallest real part, mini=0,1..,15(�(λi)), of the eigenvalues in the spectrum of
Lh corresponding with (4.4) and weight (4.6), as function of the interior boundary location
d. + : µ = 5 and � : µ = 10.

Lhuh = fh will be positive definite.

4.2 Application to the Poisson equation on a rectangle domain with a halve circle excluded
In this section we study a fourth order discretisation of the Baumann-Oden DG formulation
(3.2), with σ = 1, µ = 0, for the two-dimensional Poisson equation on a rectangular domain
with a halve circle excluded, where we apply on the interior boundary the extra weight (4.6).

For this purpose, we consider the (initial) computational domain Ω̂ with vertices (x, y) =
(0, 0), (2, 0), (2, 1) and (2, 2). The circular embedded boundary is described by

γ =
{
(x, y) | (x− 1)2 + y2 = R2 < 1, x, y ≥ 0

}
. (4.8)

So, the fictitious part of the domain Ω̂ is given by

Ω̃ =
{
(x, y) | x, y ≥ 0, (x− 1)2 + y2 < R2

}
.

Next, according to (2.3), we partition the domain Ω̂ in a set of regular square dyadic grids
{g(i), i = 0, 1, 2, 3}, with mesh size h = hx = hy = (1

2)i. An example of such partitionings is
shown in Figure 7. In this figure, we see the coarse and finer partitionings, where the radius
of the embedded boundary is R =

√
0.13. We take the radius in (4.8) such that the circular

curve segments γe in cells Ω̂e intersect two edges, and such that the local domains of interest
Ωe in cells Ω̂e do not vanish.

On partitionings as in Figure 7, we consider the discrete Baumann-Oden DG formulation
for the embedded boundary (3.2) with weight (4.6): find uh ∈ Sh(Ω̂h) such that

∑

Ω̂e∈Ω̂h

(∇uh,∇vh)
Ω̂e

− 〈n · ∇uh, vh〉∂Ω̂
+ 〈n · ∇vh, uh〉∂Ω − 〈〈∇uh〉 , [vh]〉

Γ̂int
(4.9)

+ 〈〈∇vh〉 , [uh]〉Γint
+ µ 〈γ̃D(vh), uh〉γ =

∑

Ω̂e∈Ω̂h

(f, vh)
Ω̂e

+ 〈n · ∇vh, u0〉∂Ω

+ µ 〈γ̃D(vh), u0〉γ , ∀vh ∈ Sh(Ω̂h),
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Figure 7: The domain Ω̂, partitioned in {g(i), i = 0, 1, 2, 3}, with a halve circle excluded.
The embedded boundary is described by γ =

{
(x, y) | (x− 1)2 + y2 = R2 < 1, x, y ≥ 0

}
. In

this example, is the radius R =
√

0.13. Along each circle segment, γe, per cell Ω̂e, to compute
the boundary integrals four-point Lobatto quadrature is used (black dots).

where µ = ν/|γe|, ν > 0 and γ =
∑

e γe with γe the boundary segment in cell Ω̂e.
Next, we take for the finite dimensional test and trial space Sh(Ω̂h) ⊂ H1(Ω̂h) the space of

piecewise cubic tensor-product polynomials as in (4.2). On the master square [0, 1]2 ⊂ R
2, we

use as a basis the tensor-product polynomials based on (3.13), which is partly hierarchical.
A basis for P 3×3(Ω̂e) is obtained by the usual affine mapping [0, 1]2 → Ω̂e. Hence on the
regular grid in Figure 7 the approximate solution is:

uh(x, y) =
∑

1≤e≤N

∑

0≤i,j<4

ce,i,j φi(
x− xe

hx
)φj(

y − ye

hy
) (4.10)

≡
∑

1≤e≤N

∑

0≤i,j<4

ce,i,j φe,i(ξ)φe,j(η).

The linear system Lhuh = fh arising from (4.9) is obtained in explicit form if we consider
M ’normal’ cells and N −M cells with an interior boundary segment γe. Then, computing
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the boundary terms in cells with an interior boundary segment with four-point Lobatto
quadrature, we arrive at the discrete system

∑

1≤e≤M

∑

0≤i,j<4

ce,i,j

[(
1

hx

∫ 1

0

φ′
e,iφ

′
e,̃idξ − 1

hx
〈∇φe,i〉 ·

[
φe,̃i

] |Γ̂int∪∂Ω̂+ (4.11)

1

hx
[φe,i] ·

〈∇φe,̃i

〉 |Γ̂int∪∂Ω̂

)

hy

∫ 1

0

φe,jφe,j̃dη+

hx

∫ 1

0

φe,iφe,̃idξ

(
1

hy

∫ 1

0

φ′
e,jφ

′
e,j̃dη − 1

hy
〈∇φe,j〉 ·

[
φe,j̃

] |Γ̂int∪∂Ω̂+

1

hy
[φe,j ] ·

〈∇φe,j̃

〉 |Γ̂int∪∂Ω̂

)]

+

∑

M<e≤N

∑

0≤i,j<4

ce,i,j

[(
1

hx

∫ 1

0

φ′
e,iφ

′
e,̃idξ − 1

hx
〈∇φe,i〉 ·

[
φe,̃i

] |Γ̂int∪∂Ω̂

)

hy

∫ 1

0

φe,jφe,j̃dη+

hx

∫ 1

0

φe,iφe,̃idξ

(
1

hy

∫ 1

0

φ′
e,jφ

′
e,j̃dη − 1

hy
〈∇φe,j〉 ·

[
φe,j̃

] |Γ̂int∪∂Ω̂

)

+

∑

Γẽ∈∂Ωe∩Γint

∑

0≤k<4

wk|Γẽ|
〈

∇
(

φe,̃i(
x(sk) − xe

hx
)φe,j̃(

y(sk) − ye

hy
)

)〉

·
[

φe,i(
x(sk) − xe

hx
)φe,j(

y[sk] − ye

hy
)

]

+

∑

Γẽ∈∂Ωe∩∂Ω\γ

∑

0≤k<4

wk|Γẽ|
(

nk · ∇
(

φe,̃i(
x(sk) − xe

hx
)φe,j̃(

y(sk) − ye

hy
)

)) (

φe,i(
x(sk) − xe

hx
)φe,j(

y[sk] − ye

hy
)

)

+

ν
∑

0≤k<4

wkγ̃D

(

φe,̃i(
x(sk) − xe

hx
)φe,j̃(

y(sk) − ye

hy
)

) (

φe,i(
x(sk) − xe

hx
)φe,j(

y[sk] − ye

hy
)

)




=
∑

1≤e≤N

∑

0≤i,j<4

[∫

Ω̂e

f(x, y)φĩ(
x − xe

hx
)φj̃(

y − ye

hy
)dΩ̂e

]

+

∑

Γe∈∂Ω\γ

∑

0≤k<4

wk|Γe|nk · ∇
(

φĩ(
x(sk) − xe

hx
)φj̃(

y(sk) − ye

hy
)

)

u0+

ν
∑

γe∈γ

∑

0≤k<4

wkγ̃D

(

φe,̃i(
x(sk) − xe

hx
)φe,j̃(

y(sk) − ye

hy
)

)

u0, 0 ≤ ĩ, j̃ < 4.

Here, for some constant ν > 0 on each interior boundary segment, µ = ν/|γe|. Notice that
in cells Ω̂e with an interior boundary segment, continuity of the approximation uh is only
required on the edges Γẽ ∩ ∂Ωe. To compute the integrals over these (partial, rectangular)
edges, four-point Lobatto quadrature is used. Also for computing the integrals over the
interior boundary segments γe of the curved embedded boundary γ, we apply four-point
Lobatto quadrature as shown in Figure 7. Here denote nk the unit outward normal evaluated
at the quadrature point sk. The other terms in (4.11), are direct extensions of one-dimensional
mass and stiffness matrices discussed in [10] and can be straight-forwardly computed.

By construction (4.11) is fourth-order consistent, both in the interior of the domain Ω
and on the wall ∂Ω, independently of the choice of the constant ν. Figure 8 confirms this
observation. Here we see the approximation computed by (4.11) for the BVP (2.2) with right-
hand side and boundary conditions such that the solution is given by u = 4xy(x− 2)(y− 1).
We observe that indeed (4.11) can solve for the exact solution (except for rounding errors)
on the domain of interest Ω.

Next we test the convergence of the discrete system (4.11), where we distinguish two cases:
ν = 0 and ν = 10, in order to see the influence of the weight (4.6) on (4.11). For this purpose,
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Figure 8: The solution and the error on the domain Ω of the problem ∆u = 8(y(y − 1) +
x(x−2)) discretized by the fourth order DG-discretisation (4.11) for the embedded boundary
condition with ν = 0. The discretisation is made on grid g(1) as shown in Figure 7. The
radius of the circular embedded boundary is R =

√
0.13.

we choose the right-hand side and the boundary conditions in (2.2) such that the solution is
u = sin(x) cos(y). On the four grids {g(0), .., g(3)} as in Figure 7, and for radii R =

√
0.13

and R =
√

0.50, we compute the error ||u − uh||L∞(Ω) of the approximations, by evaluating
the difference between the exact and computed solution on a 50×50 equidistant grid per cell
Ω̂e. On the fictitious part of a cell Ω̂e we define the error to be zero. Furthermore we compute
the spectral condition number κ and the minimum real part of the spectrum min(�(λi)) of
the matrix associated with the discretisations on the grids {g(0), .., g(3)}. The results are
shown in the Tables 4 and 5.

If we first consider the results in Table 4, we see that for the two radii of the embedded
boundary, except for one situation, the discrete form (4.11), with ν = 10, is positive definite.
In case of grid g(3) with radius R =

√
0.50, we have that vanishing cut cells Ωe exist, which

make the operator indefinite. Notice that even in this case the method yields good accuracy.
Figure 9 shows the solution and the error of (4.11) for this situation.

Furthermore, between two grids we observe an average error reduction of a factor 12, which
is suboptimal considering the optimal asymptotic factor 16. This suboptimal convergence
behavior is natural and to be expected, since it is likely to arrive at grids with vanishing cut
cells Ωe affecting the condition number of the discrete operator.

If we consider the results of (4.11, with ν = 0, in Table 5), we see that in all cases the
discrete operator is indefinite. Moreover, we see that the discretisation on mesh g(2) for the
radius R =

√
0.13 is less stable which is directly reflected in a sudden increase of the condition

number κ and a small reduction of the error. Figure 10 shows the error of (4.11), for the
cases ν = 0 and ν = 10, on this g(2) grid with R =

√
0.13. We see clearly the stabilizing

effect of the weight (4.6) in (4.11).
As an extra exposure, we solve with (4.11) and µ = 10 the BVP ∆u = 0, with Dirichlet

boundary conditions such that the solution is u = arctan(x−1
y ), on the domain as in Figure 7.

To avoid the singularity at x = 1, we choose R =
√

0.032 ≈ 0.179 for the circular embedded
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R =
√

0.13 ≈ 0.361
||u− uh||L∞(Ω) κ min(�(λi))

g(0) 2.9294e-003 2.7189e004 1.8183e-004
g(1) 3.3368e-004 2.2476e004 1.5288e-004
g(2) 1.4871e-005 8.0224e004 1.3117e-004
g(3) 3.7363e-006 2.8762e004 4.5802e-005

R =
√

0.50 ≈ 0.707
||u− uh||L∞(Ω) κ min(�(λi))

g(0) 4.2920e-003 1.8397e004 1.6944e-004
g(1) 2.3569e-004 2.9286e004 1.2918e-004
g(2) 4.3262e-005 4.8409e004 9.5886e-005
g(3) 1.7262e-006 5.7696e005 -6.1279e-005

Table 4: The error of the approximation, the condition number and the minimum real part
of the spectrum, of the fourth-order DG-discretisation (4.11), with ν = 10, on grids as shown
in Figure 7. The exact solution is u = sin(x) cos(y).

boundary condition. The solution on the g(3) grid is shown in Figure 11. Table 6, shows the
error ||u − uh||L∞(Ω), the condition number κ and the minimum real part of the spectrum
min(�(λi)), of the DG-discretisation on the grids {g(0), .., g(3)}. We see that also for this
radius of the embedded boundary, the discrete DG-form is stable on all grids {g(0), .., g(3)}.

4.3 An embedded boundary for the convection term
Having studied the discretisation of the Poisson equation with an embedded boundary con-
dition, and with the aim to solve a convection dominated singular perturbation problem in
Section 4.4, we continue with the convection equation with an embedded boundary condition.
So we consider on a domain Ω̂ the BVP

b · ∇u = f in Ω̂, u = u0 on ∂Ωin, (4.12)

where b is a constant vector denoting the direction of the convection. The boundary of the
domain of interest Ω is ∂Ω = ∂Ωin ∪ ∂Ωout, with the inflow boundary defined by b ·n < 0 on
∂Ωin and the outflow boundary defined by b · n > 0 on ∂Ωout. We also split the boundary
∂Ω̂ = ∂Ω̂in ∪ ∂Ω̂out of the whole domain Ω̂ in an upwind and a downwind boundary and
now we consider the following weak formulation for the BVP (4.12) [9]: find u ∈ H1(Ω̂) and
p ∈ H1/2(∂Ω̂in) such that

−
∫

Ω̂
∇v · bu dx+

∫

∂Ω̂in

n · b pv ds+
∫

∂Ω̂out

n · b uv ds+
∫

∂Ωin

n · b qu ds (4.13)

=
∫

Ω̂
fv dx+

∫

∂Ωin

n · b qu0 ds, ∀v ∈ H1(Ω̂), ∀q ∈ H1/2(∂Ωin),

in which we assume that u on the fictitious domain Ω̃ satisfies the differential equation
and is continuation of the solution u on the domain Ω. The solution of this problem is
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R =
√

0.13 ≈ 0.361
||u− uh||L∞(Ω) κ min(�(λi))

g(0) 4.4432e-003 6.5442e003 -2.4981e-004
g(1) 3.7480e-004 1.4921e004 -0.0195
g(2) 2.9433e-004 5.0569e005 -0.0027
g(3) 2.5061e-006 3.0911e004 -0.0570

R =
√

0.50 ≈ 0.707
||u− uh||L∞(Ω) κ min(�(λi))

g(0) 1.3258e-002 1.7460e004 -0.0162
g(1) 1.0253e-003 2.6406e004 -9.1856e-004
g(2) 3.6020e-005 5.4214e004 -0.0684
g(3) 4.9052e-006 8.0311e005 -0.0770

Table 5: The error of the approximation, the condition number and the minimum real part
of the spectrum, of the fourth order-order DG-discretisation (4.11), with ν = 0, on grids as
shown in Figure 7. The exact solution is u = sin(x) cos(y).

R =
√

0.032 ≈ 0.179
||u− uh||L∞(Ω) κ min(�(λi))

g(0) 3.6422e-001 2.6124e+004 2.7731e-004
g(1) 1.2682e-001 3.2321e+004 1.6839e-004
g(2) 5.8684e-002 2.2346e+004 1.5281e-004
g(3) 2.6119e-003 8.3446e+004 1.2924e-004

Table 6: The error of the approximation, the condition number and the minimum real part
of the spectrum, of the fourth-order DG-discretisation (4.11), with ν = 10, on grids as shown
in Figure 7. The exact solution is u = arctan(x−1

y ).

straightforward because the boundary condition at ∂Ωin determines the solution along the
corresponding characteristics.

As our first interest is an efficient fourth order discretisation of the convection diffusion
equation on a domain as shown in Figure 7, we expect it to be highly improbable that
instability will occur in the discrete operator of the DG formulation for the convection part
in combination with the fourth order modified DG-formulation for the diffusion part (4.11).
Hence we eliminate in (4.13) the Lagrange multiplier p with the value of u on ∂Ω̂in and we
take for the test functions q = v on the boundary ∂Ω̂in, yielding the following formulation:
find u ∈ H1(Ω̂) such that

−
∫

Ω̂
∇v · bu dx+

∮

∂Ω̂
n · b uv ds+

∫

∂Ωin

n · b vu ds (4.14)

=
∫

Ω̂
fv dx+

∫

∂Ωin

n · b vu0 ds, ∀v ∈ H1(Ω̂).

Next we introduce the DG-formulation for the convection equation (4.12) on partitionings
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Figure 9: The solution and the error on the domain Ω of the problem −∆u = 2 sin(x) cos(y)
discretized by (4.11), where ν = 10. The discretisation is made on grid g(3) as shown Figure
7. The radius of the circular embedded boundary is R =

√
0.50.

according to (2.3). For the embedded boundary parts we have to distinguish inflow boundary
parts and outflow boundary parts. For the convection equation, outflow boundary parts can
be neglected whereas the inflow parts provide the solution with a boundary condition. To
show the technique used and its related DG discretisation, we consider the simple case of
mesh g(0) in Figure 7 and we take constant b = (1, 0) in (4.12). We find two cells Ω̂1 and Ω̂2

both with an interior circle segment γe. For the left cell Ω̂1 the embedded boundary segment
γ1 is an outflow boundary and, hence, can be neglected, while the embedded boundary γ2 in
cell Ω̂2 is an inflow boundary where we take into account the boundary condition. First we
treat cell Ω̂1 as a usual DG-cell for which we write the formulation: find u ∈ H1(Ω̂1) such
that

−
∫

Ω̂1

∇v · bu dx+
∫

∂Ω̂1,in
(n · bu0)v ds+

∫

∂Ω̂1,out
(n · bu)v ds (4.15)

=
∫

Ω̂1

fv dx, ∀v ∈ H1(Ω̂1).

Next we use (4.14) for the cell Ω̂2 in order to arrive at: find u ∈ H1(Ω̂2) such that

−
∫

Ω̂2

∇v · bu dx+
∮

∂Ω̂2

n · b uv ds+
∫

γ2

n · b vu ds+
∫

Γint

n · b vu ds (4.16)

=
∫

Ω̂2

fv dx+
∫

γ2

n · b vu0 ds+
∫

Γint

n · b vu− ds, ∀v ∈ H1(Ω̂2),

where u− = u|∂Ω1 = u|Γint
is the upwind value of u obtained from Ω̂1. And hence the weak

formulation on the partitioning Ω̂h = Ω̂1 ∪ Ω̂2 is obtained by adding (4.15) and (4.16). The
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Figure 10: ||u−uh||L∞(Ω) of the problem −∆u = 2 sin(x) cos(y) with solution u = sin(x) cos(y)
and circular embedded boundary on grid g(2) as in Figure 7, discretized by (4.11).

result is: find u ∈ H1(Ω̂h) such that

−
∫

Ω̂
∇v · bu dx+

∫

∂Ω̂1,in
(n · bu0)v ds+

∫

∂Ω̂1,out
(n · bu)v ds (4.17)

+
∮

∂Ω̂2

n · b uv ds+
∫

γ2

n · b vu ds+
∫

Γint

n · b v(u− u−) ds

=
∫

Ω̂2

fv dx+
∫

γ2

n · b vu0 ds, ∀v ∈ H1(Ω̂h).

Here, Γint = ∂Ω1 ∩ ∂Ω2 is the common interface on which the true solution is continuous.
However, continuity is not required outside the domain Ω and, hence, not on Γ̃int = Γ̂int ∩ Ω̃.

To proceed, we consider the DG-formulation for the convection equation on finer parti-
tionings. Cells Ω̂e,+ ∈ Ω̂h, having either the embedded boundary segment γe as an outflow
wall or do not have an embedded boundary at all, are denoted ’normal’ DG-cells, while cells
Ω̂e,− ∈ Ω̂h with the inflow embedded boundary segment γe, are treated by (4.16). And hence
we arrive at: find u ∈ H1(Ω̂h) such that

∑

Ω̂e,+∈H1(Ω̂)

[

−
∫

Ω̂e,+

∇v · bu dx+
∫

∂Ω̂e,+,in

(n · bu−)v ds (4.18)

+
∫

∂Ω̂e,+,out

(n · bu)v ds
]

+
∑

Ω̂e,+∈H1(Ω̂)

[

−
∫

Ω̂e,−
∇v · bu dx

+
∮

∂Ω̂e,−
n · b uv ds+

∫

γe

n · b vu ds

]

+
∫

Γint

n · b v(u− u−) ds

=
∑

Ω̂e∈Ω̂h

fv dx+
∫

γin

n · b vu0 ds, ∀v ∈ H1(Ω̂h),
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Figure 11: The solution on the domain Ω of the problem −∆u = 0 discretized by the fourth-
order DG-discretisation (4.11), with ν = 10. The discretisation is made on grid g(3). The
radius of the circular embedded boundary is R =

√
0.032.

where u−|
∂Ω̂e,+,in∩∂Ω

= u0. The discretisation of (4.18) in combination with (4.9) gives a
discrete formulation of the convection diffusion equation

−∆u+ b · ∇u = f in Ω̂, u = u0 on ∂Ω, (4.19)

for domains with embedded Dirichlet boundary condition partitioned as, i.e., shown in Figure
7.

4.4 Application to a convection diffusion problem with dominating convection on a domain
with a curved embedded boundary

In this section we solve the following singularly perturbed convection diffusion problem (see
Figure 12 and also Figure 7).

−ε∆u+ ux = f on Ω̂ = { (x, y) | 0 < x < 2, 0 < y < 1} , (4.20)
u = 0 on ΓD = { (x, y) | x = 0, 0 < y < 1; 0 < x < 2, y = 1} ,
u = 1 on γ =

{
(x, y) | (x− 1)2 + y2 = R2; (x, y) > 0; R < 1

}
, (4.21)

n · ε∇u = 0 on ΓN = { (x, 0) | 0 < x < R ,R < x < 2} ∪ { (2, y) | 0 < y < 1} .

The solution of this boundary value problem has a rather complex structure [7]. At the
upwind part of the circle a boundary layer of thickness O(ε) develops, since the solution has
to satisfy the Dirichlet boundary condition on the circle. Downwind of the circle, a shear
layer of thickness O(

√
ε) extends over the domain Ω. The transition between the boundary

layer and the shear layer is difficult to analyze.
It is interesting to see how well this complex structure is captured by means of a fourth

order DG-discretisation.
The DG-discretisation of (4.20) is obtained by taking a linear combination of (4.9) and

(4.18). We take for S(Ω̂h) ⊂ H1(Ωh), the tensor product of polynomials of degree less than



4. The two-dimensional case 25

Ω̂
ΓN

ΓD

ΓD

ΓNΓN

γ

Figure 12: The domain for problem (4.20-4.21).

four in each of the coordinate directions. We construct a basis for S(Ω̂) from the cubics (3.13),
defined on the unit interval, and a discretisation of problem (4.20) on meshes as shown in
Figure 7 is obtained: find uh ∈ Sh(Ω̂h) such that

∑

Ω̂e∈Ω̂h

(ε∇uh,∇vh)
Ω̂e

− 〈n · ε∇uh, vh〉ΓD
+ 〈n · ε∇vh, uh〉ΓD

− (4.22)

〈〈ε∇uh〉 , [vh]〉
Γ̂int

+ 〈〈ε∇vh〉 , [uh]〉Γint
+ µ 〈εγ̃D(vh), uh〉γ

+
∑

Ω̂e,+∈H1(Ω̂)

[

−
∫

Ω̂e,+

∇vh · buh dx+
∫

∂Ω̂e,+,in

(n · bu−h )vh ds

+
∫

∂Ω̂e,+,out

(n · buh)vh ds

]

+
∑

Ω̂e,+∈H1(Ω̂)

[

−
∫

Ω̂e,−
∇vh · buh dx

+
∮

∂Ω̂e,−
n · b uhvh ds+

∫

γe

n · b vhuh ds

]

+
∫

Γint

n · b vh(uh − u−h ) ds

=µ 〈εγ̃D(vh), 1〉γ +
∫

γin

n · b vh1 ds, ∀vh ∈ Sh(Ω̂h).

Similar as for (4.11) the integrals over the internal and the embedded boundaries, Γint and
γe are computed with a four-point Lobatto quadrature rule.

Figure 13 shows the solution of the discretisation of (4.22) on the g(3) grid as shown in
Figure 7, for R =

√
0.13 and µ = 10/|γe|, for the different values of ε = 0.5, 0.25, 0.1 and

0.05. In all cases, we see clearly a boundary layer at the upwind side of the circle and the
shear layer at the downwind side in the domain Ω. The approximations for ε to 0.1 perfectly
satisfy the boundary conditions on ∂Ω. For values of ε << 1, the boundary layer is too sharp,
to accurately be represented by piece-wise cubics on the grid g(3). However, Figure 14 shows
a side- and top-view of the solution for ε = 0.05 on the finer mesh g(4). The boundary layer
is accurately captured and we see clearly the parabolic structure of the boundary layer and
the shear layer [7].

In either case, these results show that DG-discretisations on regular rectangular meshes
with an embedded boundary condition is effective.
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Figure 13: The approximate solution uh of −ε∆u + ux = 0, on the domain exterior of the
circle, on mesh g(3) as shown in Figure 7, for the fourth-order DG discretisation with Dirichlet
boundary condition u0 = 1 on the circle (R =

√
0.13).

5. conclusion

In this paper we propose a discontinuous Galerkin discretisation technique for solving 2-D
second order elliptic PDEs on a structured regular rectangular grid, while the boundary value
problem has a curved Dirichlet boundary.

We introduce two general weak formulations for the embedded boundary condition: the
Lagrange multiplier form and the hybrid form. We discuss the stability of both formulations.
We show by a numerical example that for the Lagrange multiplier formulation there exist
locations of the embedded boundary condition for which the resulting linear system becomes
singular, while this is not the case for the hybrid form. We observe that this (in)stability is
directly linked with the test and trial space in the corresponding equivalent weak formulation
of the problem with strongly imposed boundary conditions.

From either the hybrid or the Lagrange formulation we derive the family of discontinuous
Galerkin methods for an embedded boundary condition. In general, these methods are unsta-
ble in the sense that there exist locations of the embedded boundary for which the resulting



5. conclusion 27

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

g(4)

Figure 14: Side- and top-view of the approximate solution uh of −0.05∆u + ux = 0, on the
domain exterior of the circle, on mesh g(4) as shown, for the fourth-order DG discretisation
with Dirichlet boundary condition u0 = 1 on the circle (R =

√
0.13).

linear system becomes singular. However, this instability is easily repaired. Considering the
asymmetric Baumann-Oden variant for the embedded boundary, we only have to weight the
embedded boundary with the traces of linear polynomials, to stabilize the method. We prove
that adapted in this way, the DG-method is stable for the discretisation of the 1-D Poisson
equation on a single cell with embedded boundary condition and we show that the method is
positive definite. We further conclude that also the discrete operator of the discretisation of
an adapted DG cell in combination with normal Baumann-Oden DG cells is positive definite.

On coarse and finer regular rectangular grids we solve the 2-D Poisson equation with a
circular embedded boundary condition, approximated by cubic polynomials. We show that
the DG-formulation for the embedded boundary is fourth order consistent both on the interior
and on the boundary. By experiments, we show that on halving the grid size an average error
reduction of a factor 12 can be expected, if an extra weight is introduced, weighting the
embedded boundary with the trace of a linear polynomial. Moreover the corresponding
linear systems are positive definite.

As an example we solve the Poisson equation with the singular solution, u = arctan(x−1)/y,
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with a small embedded Dirichlet boundary condition around the point (1, 0), to give an
illustration of the discretisation technique used for the embedded boundary condition.

To further show the possibilities of the DG-discretisation, we solve a convection dominated
boundary value problem with a circular embedded boundary condition. The solution of this
problem shows a sharp boundary layer with a complex structure. The boundary layer is
captured accurately by means of piece-wise cubic polynomials. Summarizing, we show that
the proposed treatment of curved Dirichlet boundary conditions on a regular rectangular grid
can be effective.
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