
Measuring the meaning of words

Astrid van Aggelen
Information Access Group





TEXT MINING !

COMPUTATIONAL TEXT ANALYSIS !

NATURAL LANGUAGE PROCESSING !



Word meaning over time



Distributional hypothesis:
John R. Firth. 1957. A synopsis of linguistic theory 1930–55. In Studies in Linguistic Analysis (special volume of the Philological Society), pages 
1–32, Oxford. The Philological Society.

Figure:
William L. Hamilton, Jure Leskovec, and Dan Jurafsky. ACL 2016. Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change. 

This linguistic evolution is traceable in a large text corpus

Words occurring in similar (linguistic) contexts tend to 
be semantically similar (distributional hypothesis, Firth)

e.g. broadcast was once found in similar linguistic 
contexts as sow and seed

http://arxiv.org/pdf/1605.09096.pdf


Cosine similarity (distance) reflects semantic similarity (distance)

Figure left: Stefan Evert. Distributional Semantic Models
Tutorial at NAACL-HLT 2010, Los Angeles, CA. 

Figure right: http://aurelieherbelot.net/research/distributional-semantics-intro/ 

http://aurelieherbelot.net/research/distributional-semantics-intro/
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William L. Hamilton, Jure Leskovec, and Dan Jurafsky. ACL 2016. Diachronic Word Embeddings Reveal Statistical Laws of Semantic 
Change. 

time series of mutual cosine similarities 
shows positive correlation with time

http://arxiv.org/pdf/1605.09096.pdf
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William L. Hamilton, Jure Leskovec, and Dan Jurafsky. ACL 2016. Diachronic Word Embeddings Reveal Statistical Laws of Semantic 
Change. 
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William L. Hamilton, Jure Leskovec, and Dan Jurafsky. ACL 2016. Diachronic Word Embeddings Reveal Statistical Laws 
of Semantic Change. 

100 per cent accuracy 
N=28
manually selected contrast terms

http://arxiv.org/pdf/1605.09096.pdf
http://arxiv.org/pdf/1605.09096.pdf


- New, larger dataset
- More contrast terms,

automatically 
selected

- Aggregated findings 
per dictionary sense



Effect of dataset



Note the differences in results 
between 

- evaluation sets 
- setting 1 and 2 (computational 

artefact)



The terms in our datasets weren't
The baseline terms were among the 
top-10k most frequent words in the 
corpus



Self-similarity of terms 
between t and t+1 and 
term frequency

The more frequent the 
term,
the more stable (less 
noisy) its distributional 
representation





Shift direction could be predicted 
based on just the last element in the 
similarities time series...

.. not so in our evaluation 
sets!



Conclusions:

- Existing baseline based on "privileged" examples
- Findings vary very strongly for different datasets 

and ways of handling missing data
- We really haven't mastered this task yet
- New baseline for (necessary) future work 
- Crucial to examine and report characteristics 

of evaluation set
- Crucial to make implementation "details" explicit



Next project: Implicit bias in portrayal of men and 
women as experts in the media

 

  

            


