Quantum computing in a noisy
world

Characterization and mitigation of errors.
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Quantum computers: the problem of noise

ldeal quantum computation Real quantum computation

Quantum computers are noisy!

 What can we learn about this noise? (Characterisation)
* At the level of gates
* At the level of algorithms

 Can we correct/ mitigate this noise? (Mitigation)



Noise characterisation and mitigation

Implement < > Optimize

J
o

Test




Randomised benchmarking: a standard tool

Randomized benchmarking

Apply sequence of random gquantum circuits 041 A

Compile such that overall circuit is identity
Vary sequence length and fit to exponential
Decay rate estimates gate fidelity
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Randomised benchmarking: math problems

How do we go from specification to predictable behaviour?

Questions

 What sets of circuits are useful/practical?
 What assumptions must be made on device physics?

 What is is the sample complexity? Can we lower it?



Theory of randomised benchmarking

How many random sequences are needed?

| v M(p(m)

e Compute variance of p(m)

* Representation theory of the Clifford group

Number of sequences

<100 sequences suffices in many cases
(independent of qubit number!)

* Number of sequences depends on coherence of 10t 102 100 10
noise Sequence length

Helsen et al. Phys Rev A 100 (3), 032304 (2019) & Helsen et al. Jour. Math. Phys. 59 (072201) (2018)



Noise In quantum computers: into the future
What do | want to do?

Information extraction
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Error mitigation: focus on variational algorithms

Variational algorithms Error mitigation cycle
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See e.g. Montanaro & Stanisic, arXiv 2102.02120

Learning a noise model -> characterisation procedures

Optimisation models vary a lot -> characterisation must be versatile & efficient



Characterisation: more and better

” o) A . STOC18-368 (2018)
Tool: “Shadow Tomography Hig)nn;(;?al. Nat Phys 16, (2020)

 Observe a gquantum object from many (random)
angles -> classical “shadows”

* Post-hoc reconstruction of large sets of observables
* With explicit reconstruction guarantees
* \ery versatile and efficient!

Classical shadows
of a quantum state

Current goals

1. Use shadow techniques to improve mitigation strategies

2. Connect randomised benchmarking to shadow tomography
-> Is RB “self-randomising shadow process tomography”?




 Characterisation and mitigation
are a fundamental part of near
term quantum computing

e Characterisation tools are
Interesting in their own right

 Characterisation and mitigation
can inform each other




