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• Encoding x into a sequence of channel inputs can be more efficient

Shannon (1948):
Number of bits that can be theoretically transmitted per channel use

• error probability goes to zero as n →∞
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Entanglement is beneficial?

• Shannon regime: probability of error tends to zero as number of uses
of the channel goes to infinity

Bennett–Shor–Smolin–Thapliyal (2002) proved that
entanglement cannot help

• Finite number of channel uses

Prevedel et al.(2011): experimental result

• Probability of error equal to zero

Positive results both for finite and asymptotic number
of uses of the channel
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