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For a fixed risk ¢:

® Determine minimum desired detectable effect

® Compute sample size N

® Distribute traffic uniformly among variants

® At sample size N compute p-values p; per hypothesis

® Reject Hoy, if pi < %




Problem #1: Uniform allocation

Variant K

Control Variant 1 Variant 2
e e
I

]
po = 0.1 w1 = 0.1001 o = 0.11

g = 0.08




Problem #1: Uniform allocation
Variant 1

Control

Variant 2

Variant K

I
]
wo=01 g3 =0.1001  pp=0.11
000 000 000
(D (D (D




Problem #1: Uniform allocation

Control

Variant 1

Variant 2

Variant K




Problem #2: No monitoring

Experimenters want to monitor continuously their experiments to:
-> Detect effects as quickly as possible
->  Give up soon when there is no effect



Problem #2: No monitoring

Experimenters want to monitor continuously their experiments to:
-> Detect effects as quickly as possible
->  Give up soon when there is no effect

The platform does not allow data dependent stopping times

1.0

0.8

0.6

0.4

1 @Y

0 2000 4000 6000 8000 10000

p(t) under Hy : pp = pa
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Experimenters want to monitor continuously their experiments to:
-> Detect effects as quickly as possible
->  Give up soon when there is no effect

The platform does not allow data dependent stopping times
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Monitoring without properly correcting for it inflates the false positive rate.



New formulation

We aim to identify the subset of all variants that are better than the control, while:
e optimizing adaptively the stopping time of the A/B/n experiment
e being d-PAC: the probability of stopping and returning a wrong answer must be < 8

e optimizing adaptively the allocation of variants to users
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Seasonality
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Seasons — subpopulations

With J subpopulations, each variant
is a mixture of J distributions.

The value of the variant ais:

J
Ha = Z Qg5
1=1
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Interaction with subpopulations

A Pickvariant 4  Seesubpopulation A  Pickvariant
4  Pick subpopulation [ Pickvariant A Don't see subpopulation
(@) Active (b) Proportional (c) Oblivious

more powerful less powerful
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® a (K + 1) x J matrix pu of reward distributions

® distribution a of J subpopulations



A bandit with K 4+ 1 arms and J subpopulations is
® a (K + 1) x J matrix pu of reward distributions

® distribution a of J subpopulations

The correct answer for (p, o) is
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J J
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Complexity

For any sampling strategy, the expected number of rounds E,,[7s]
Is bounded from below.

Eu[76]3
® depends on w

® gets minimized when we sample with the optimal sampling
proportions w* (), which depend on the mode of interaction
with the subpopulations
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Track & Stop Algorithm

For t > 1:
® Sampling rule: given the current estimates fi(t)
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Track & Stop Algorithm

For t > 1:
® Sampling rule: given the current estimates fi(t)

@ estimate the target weights w,(f1)

a,t

@ pick arm s.t. Nt’ — Wi (f2)

® Recommendation:

Slfir) — {0 € (L. K} : il
assessment 0; = min{d € (0,1)|

o(t) } with risk
B(t,0)}

) > flo
A(t) >



A/B/n Booking.com
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Conclusion

The sub-population aware experiment platform:
e Ismore efficient allowing adaptive sampling and stopping in the presence of seasonality
e Experimenters can monitor continuously without errors

We have already run successfully A/B/n experiments which we validated on the non adaptive
platform

Still work to be done on:
e Delayed rewards
e epsilon-better
[ ]
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Theorem 1

For any strategy, the expected number of rounds for the ABC-S
problem satisfies

z : EH [7_5] *
lm it ey = 1 (W) (1)

where

J

T* = = . inf aid aia)\az’ 2

(W)™ =swpmin _inf > D Waid(pai dai) ()
ace{0,b} i=1

® A min-max optimization problem

® Optimal weights w* = target relative frequencies of draws



N
Fort > 1:

® Sampling rule: given the current estimates

@ estimate the target weights w(ft)

@ pick arm s.t. Ng’t — W (f1)

® Recommendation:

@ Stop at 75 = inf{t € Ntest statistic > threshold}
® Recommend S(fi;) ={a € {1,...,K}: fia(7s5) > f2o(7s)}




GLRT

Generalised Likelihood Ratio Statistic for exponential family bandit models:

A(t) = min i’y Z ZNaz(t (Aa,i(t), Aasi)

b 0/\6[,)\
7 07 ae{o,p} i=1



Example

0.15 0.05
H= [o.w 0.06] a=[05 05
T octive=16013 T ovortions= 16840 T rostc= 16841
i=1 | i=2 i=1 =2 i=1 =2
0 0.309 | 0.194 0 0.252 | 0.246 0 0251 | 0.251
1 0.305 | 0.192 1 0.248 | 0.254 1 0.249 | 0.249
0614 | 0.386 05 |05 05 | 05




