




































Consequently 

and hence 
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= de t ( "vgl • VgJ. ) . . = 
i, J 

1 0 n 
= "det 4 

0 4 SSD 
CJ 

1 

I = f ~2 :~- 2 a(~-2) 

n-1 · n-l n-3 
- '"~ -2 

= rn( cl) 
2 

-"--r< n21) Y2 • 

1,2 

Finally, the density of (yl,y2) may be expressed 

(yl - µ)2 
n-1 

1 2 
2-- 2L Y2 

q(yl,y2) ( 21r L) 2 n 
= e n-1 n 

2~ 

by the formula 

Y2 
- 2 

e 

r( n-1) 
2 

, 

from which the following conclusions are obvious: x and SSD are 

statistically independent, xis normally distributed(µ, o
2
/n), 

and SSD/o2 is distributed as central x2 with n-1 degrees of 

freedom. 

Example 3. Ll.near regression. 

Let y = (y1 , ••• ,yn) be a random vector in Rn having stati­

stically independent and normally distributed coordinates. with 

same variance o2 and mean values n. =a+ ~(x. - x) ; i = 1, 
• 11 l 

••• ,n. Since the maximum likelihood estimators for parameters 
2 a,~, and o are 
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"' a= y 

SPD 
"' x;z 
~ = SSDX 

~2 = 1 (SSD - g2 SSDx) 
I . Il y 

we propose to derive the density of z·= (z1 ,z2,z
3
), where 

= y 

l = n(yl +o •• + yn) 

SPD xy 
SSDx 

~i~l(yi - z1 )(xi - x) 
= ----------SSDX 

~i~l yi(xi - x) 
= SSDx 

Z3 = g3(y) 

= 12 SSDyjx 
- CJ 

= L(ssn - g2 ssn) 
· 2 Y X 
- CJ 

• 
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Partial differentiation with respect to yi, i=l, ••• ,n, gives 

l = -n 

i.e. 

J 

J 

and so 

v'g.). . 1 2 3 J l,J= J ' 

l 
9 0 -n 

det 0 1 0 = SSD 
X 

0 0 4 
-~SSDyjx 

• 

Rewriting 

= (yi - zl) + (zl - a) - ~(xi - ~) 

= ( z 1 - a) + ( z 2 - ~ ) ( z i - x) + ( y i - z 1 - z 2 ( xi - x) ) 
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we can express the density of yin the following way 
n 

p(y) ( 2=cr2 )- 2 1 n ( ) 2) = " exp(--2 ~--1 y. - Tl. 
2cr 1- l 'l 

- 2 2 
2 - ~ n( z1 - a) ( z2 - t3) SSDx 

= (~1rcr ) exp(---.,,.---
2cr2 2cr2 

= c, say. 

and it remains only to compute 

I = f ds 
w1- 3 

z 

= a( M1'1'7 3) • z 

But 

. .n-1 n M
2 

n 
2 

, 

where 

n 
~- 1 y. = nzl) l= l 

and 

. .n-1 - Rn 
MZ = (y E: 

2 -

h 1 1.·n Rn, and are yperp anes 

. .n-1 ( Rn 
MZ = y E: 

3 . . 
~f}- 1( y. - zl - z2( x. - x)) 2 = cr~ Z3) . 

l= 1. l · 

is the surface of a ball in Rn with radius cr rz; and center at 

c = (z1 + z2(x1 - · x),o .. ,z1 + z2(xn - x)). Since c belongs to 

both hyperplanes, it follows that the intersection is the same as 
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the surface of a ball in Rn- 2 with center at c and radius cr .rz; , 
i.e. 

~-3 = (c} + sn-3 
z (J~ 

• 

Hence an application of lemma 2 implies 
I 

= a(S~-k) 
3 

= 2(orz-;)n-3 7r 

n-3 n-2 
= 2 (cr2)~ n~ 

rcn;2) • 

Multiplying the expressions for c· , v( Vg1 , vg2 , vg
3
)-l , and I, 

one finally ends up with the density of z = (z1 ,z2,z
3

) as a 
product of/ three factors: 

exp(-

1 
J (J2 )- 2 

x L ( 2 " SSD x exp ( -

• 

The well-known interpretation is:~, g, and SSD I are mutually y X 

independent, a is normal (a, o2/n) , g is normal(~, cr2/SSDx) , 

and ss~ylx/o
2 

is x~(n-2) • 

Example 4. Neymans criterion. 

I.et p depend on a parameter e, and suppose first that G 
satisfies Neymans criterion 

( *) p(x,e) = h(G(x),e) k(x) • 



, . 
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This means that the conditional density of x with respect to 
area measure, given G(x) = y, namely 

I 

I . 

h(y,e)k(x)v('7gl, ••• ,y'gk)-1 

f~-k h(y,e)k(x)v(vgl, ••• ,vgk)-1
ds = 

I 

f"l/1-k k(x)v(v'g1,···,v'gn)-lds 
y 

does not depend one • Thus G is sufficient fore • Conversely, 
assume that G is sufficient fore • Then the conditional density 
with respect to area measure may be chosen independent of e • 
Hence there exists a function m, not depending one, such 
that 

p(x,e)v(v'g1 (x), ••• ,v'gk(x))-l 
= m(x) 

J ~-k :;;(x, e)v( vg1 ( x), ••• , vgk( x) )-1
ds 

I 
An easy ret rrangement shows that this expression may be written 
in the form(*) by setting 

h(y,e) 

and 

~ f~-k p(x,e)v(vg1(x), ••• ,vgk(x))-1
ds 

(= q(y,e)) , 

, 
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