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1 a2
f-H(SSDy - B SSDx)

to derive the density of z'= (zl,z2,z3), where

= gl(Y)

= ¥

1
= Tl(yl toeot yn)

. gz(y)
SPD
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" S50,
5.2 (ys - z9)(x, - %)
2540y - 20Xy
= === 55D,

n -
zi:l yi(xi - X)
- - SSD
X

= gB(y)

!
= =5 58Dy,
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Partial differentiation with respect to Vis i1=15¢e.5n, glves

agl 3
gyI(Y) =
882 Xi - i

o8
3 . 2 - - %
ayi(Y) —g(yi zy - z(x; - X)),
1.8
1
Vgl(Y) = I—l(l""’l) s
1 - -
Vg2(y) - _S—S-D_-(xl - x,o..,xn - x) s
- X
2 - o
vg}(y) = _—é(yl = zl - zg(xl = X),ooo,yn - zl - ZQ(Xn - X)) s
- 0
and so
2 —4 L]
V(Vgl, Vge, v?}) — det(vgi vgj)i,j=l,2,3
' 1 - w
= O 0
_ 1
= det | 0 =55 0
- X
0 0 ~4 SSD
o JIx
\ /
-1
2 1
= 4(g°) zB(n SSD, ) .
Rewriting

yi TNy = yi - a" B(xi - })
= (yi - Zl) + (Zl = a) . 6(xi - x)

= (Zl - a) +.(22 - 5)(zi - i) + (yi - Zl - ZE(Xi - i))
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we can express the density of y in the following way

) 1
p(y) = (2m0®) © eXP{"iEE Z?:l(yi - "1)2}
\ 2{"2 n(z, e i (2, ~ B)QSSDx __fél
= (270 exp(- o 2] 2
o 20
= @ ’ Say .

Then the density of z = (zl,ze,zj) is given by

-1
a(z) = c v(Vgy, vy, vB3) T I,
and it remains only to compute
I={ ds
-3
M,
— a(MYZl'.'3) .
But
-3 _ -1 -1 -1
3
where
-1 n . Jn . &
Mgl ={yeR 23, ¥ =0z)
and
-1 - n n =
are hyperplanes in Rn, and
-1 n n =\\2 2 ‘
Mn = {y e R" : zi___l(yi - Zq - Z2(Xi - %)) = o 23}

Z3

is the surface of a ball in Rn with radius o JZB and center at
c = (zl + 22(xl - x),...,zl + 22(xn - X)) . Since c belongs to

both hyperplanes, it follows that the intersection is the same as
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the surface of a ball in R™"C with center at ¢ and radius o-J23 ¥

i.e. |

o T =3
M;). — {C} + SO'N[Z_B e
Hence an application of lemma 2 implies

)
& n-2

2o E;)" 2 1 2 /r(252)

2%2 %g n-3
2_{0’) T z 2
P(-r%g) 3 .

zZ

a(1; %) = al(sy 7

Multiplying the expressions for ¢, v(Vgl, Ve, s v'gB)-:L , and I,
one finally ends up with the density of z = (zl,z2,z3) as a
product offthree factors: '

) :
272 (zq - a)®
a(z,25025) = {(2 7€)~ exp(- —L2——)}
: 22
n
1 2
( 2 -5 (z, - B)
x {(2 m53=—) © exp(- —-ji-——g——)j
X o) (8]
n=-2 . 23 SSDX
7 L -3 -
Z3 e 3
X{Ll:g
2 ® (% :

The well-known interpretation is: a, B, and SSDylx are mutually

independent, g is normal (a, gg/h) , B is normal (B, 02/SSDX) 5
and SSDny/U2 is xg(n—Q) .

Example 4. Neymans criterion,

Iet p depend on a parameter 6 , and suppose first that G
satisfies Neymans criterion

(%) p(x,6) = h(a(x),s) k(x) .
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This means that the conditional density of x with respect to
area measure, given G(x) = ¥y , hamely

§=e e

h(Y:e)k(x)V(Vgl:--o:ng k(X)V(Vgl,--.,ng

w (y,0)k(x)v(vey,...,vg ) Tds - fMg-k k(x)v(Vey,...,78,) Tds

IM§_
does not depend on g . Thus G is sufficient for 6 . Conversely,
assume that G is sufficient for @ . Then the conditional density
with respect to area measure may be chosen independent of 6 .

Hence there exists a function m , not depending on 6 , such
that

p(x,0)v(Vey(x),...,vg,(x))7!

= m(x)
k P(X,G)V(Vgl(X),...,ng(x))'lds o

fM?“
An easy regrrangement shows that this expression may be written
in the form (*) by setting

n(y,e) = fMg_k p(x,e)V(vgl(X),5..,vgk(x))71ds

(= Q(Y.ve)) ’
and

k(x) = m(x)v(Vg (x),...,vg(x)) .
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