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begin read(x.re, x.im); 
read(a3.re, a3.im, a2.re, a2.im, a 1. re, al. im, a0.re, a0.im); 
pol(a3,a2,al,a0,x,pl); 
read(a3.re, a3.im, a2.re, a2.im, al. re, al. im, a0.re, a0.im); 
pol(a3,a2,al,a0,x,p2); 
dvd(pl,p2,ql); 
read(a3.re, a3.im, a2.re, a2.im, al. re, al.im, a0.re, a0.im); 
pol{a3,a2,al,a0,x,pl); 
read(a3.re, a3.im, a2.re, a2.im, al.re, al.im, a0.re, a0. i m); 
pol(a3,a2,al,a0,x,p2); 
dvd(pl,p2,q2); 
sub(ql,q2,e); 
writeln(e.re, e.im) 

end. 45 lines 

The following program solves the same problem in PASCAL - SC 

program david(input,output); 
uses complex; 
var x,a3,a2,al,a0,pl,p2,p3,p4 complex; 
begin read(x.re, x.im); 

end. 

read(a3.re, a3.im, a2.re, a2.im, al.re, al.im, a0.re, a0.im); 

pl := ((a3 * x + a2) * x +al)* x + a0; 
read(a3.re, a3.im, a2.re, a2.im, al.re, al.im, a0.re, a0.im); 

p2 := ((a3 * x + a2) * x +al)* x + a0; 
read(a3.re, a3.im, a2.re, a2.im, al.re, al.im, a0.re, a0.im); 

p3 := ((a3 * x + a2) * x +al)* x + a0; 
read(a3.re, a3.im, a2.re, a2.im, al.re, al.im, a0.re, a0.im); 

p4 := ((a3 * x + a2) * x +al)* x + a0; 
cwrite(pl/p2 - p3/p4); writeln 

14 lines 
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In addition to the standard operators and packages for complex numbers, 

matrices, vectors, intervals etc. the system PASCAL-SC keeps available a 

number of operators which are fundamental in the field of scientific 
computation. A few of them are mentioned here. In the following description 
"maraum ac..c.u.Mc..y" means that the error of a floating-point or interval 

computation is of at most one unit of the last (twelfth) decimal digit of 
the mantissa. "H;_gh ac..c.u.1tac..y 11 means that the computational error is within 
the last (twelfth) decimal digit of the mantissa. The high accuracy of the 

algorithms results from our method for defining the arithmetic of the system 
as well as from the newly developed algorithms and techniques. Among others 
the following routines are available. 

1. The function scalp resp. iscalp determines the scalar products of two 
real resp. interval vectors with max.mum ac..c.u.Mc..y. 

2. The operator * may be used to calculate matrix-matrix resp. matrix­
vector products with maxhnum ac..c.u.1tac..y. For matrices A,B,C and vectors 

x,y,z for instance the following assignments are possible: 

C := (A+ B) * C; z . - Aw x + y; 

Here the matrices and vectors may be of the basic data types real, 

interval, complex etc. 

3. The operator polval calculates an interval I with rugh ac..c..UJtac..y which 
includes the value of a polynomial pat a real point x. The operator 
assignment reads: 

I := p polval x; 

The high accuracy of this operator is especially useful in the neigh­
bourhood of zeros of the polynomial, where in traditional floating-point 

computation cancellation may occur. 

4. The operator lss serves as a linear lystem lolver in the following form 

I : = A l ss b . 

Here A denotes a real square matrix and b a real vector. The interval 

vector I includes the solution of the linear system with rugh ac..c.u.1tac..y. 

If the algorithm terminates with the rugh ac..c..UJtac..y result it proves as 

well that the matrix A is not singular . If the matrix is singular or the 
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linear system is not solvable with single prec1s1on accuracy the 
algorithm stops with the corresponding default message. In this case a 
computation with higher precision is necessary for a successful solution. 

5. The operator inv inverts a real square matrix A. The corresponding 
assignment reads: 

I := inv A 

Here I is an interval matrix which includes the inverse of A with h-i..gh 

aeCUJtaey. 

If the algorithm terminates with the h-i..gh aeCUJtaey result it proves as 

well that the matrix is not singular. If it is singular or not invertible 
with single precision accuracy the algorithm stops with the corresponding 
default message. In this case a computation with higher precision is 
necessary for a successful solution. 

6. The operator eigen in the form 

I := eigen A 

calculates intervals containing all of the eigenvalues and corresponding 
(normed) ugenvectors of the matrix A with h-i..gh aeCUJtaey. If only one 
eigenvalue and corresponding eigenvector is to be computed the version 

I := v eigen A 

of the operator can be used. It determines intervals containing the eigen­

value and eigenvector of the matrix A in the neighbourhood of v. Eigen­
value and eigenvector are calculated with h-i..gh aeCUJtaey. 

If the algorithm terminates with the high aecu~aey result it proves that 

there is one and only one eigenvalue \ and one and only one (normed) eigen~ 
vector x in the corresponding column of I satisfying the relation Ax= \x. 

Furthermore it proves as well that the eigenvalue A is of multiplicity 1. 

If one of the eigenvalues is of multiplicity higher than 1 or is not com­
putable with single precision accuracy, the algorithm stops with the 
corresponding default message. For this eigenvalue eigenvector pair a 
computation with higher precision is necessary for a successful solution. 

7. The operator zeropol in the form 

I := zeropol p 

calculates intervals containing all z~os of a polynomial with high aeCUJtaey. 
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In the form 

I := x zeropol p 

the operator computes an interval containing a zero of the polynomial 
in the neighbourhood of x with h)_gh aecu.~acy. 

If the algorithm terminates with the h,i,gh aeClJJl.aey result it proves as 
well that there is one and only one zero of the polynomial in the resul­
ting interval and that this zero is simple. If one of the zeros is of 
multiplicity higher than 1 or is not computable with single precision 
accuracy the algorithm stops with the corresponding default message. For 
this zero a computation with higher precision is neccessary for a success­
ful solution. 

In addition to these operators, others such as the solution of differential 
equations with h,i,gh aec.u.Jtaey are under preparation. They are based on similar 
ideas and techniques. 

For the most part the algorithms which we have discussed terminate with the 
h)_gh aecu.Mey result which is sought. 

All the algorithms discussed above are comparable in speed with the corres­
ponding floating-point algorithms. 
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