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Abstract
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Chapter 1
Introduction

As we succeed in broadening and deepening our knowledge—theoretical and empirical—about computers, we shall discover that in large part their behavior is governed by simple general laws, that what appeared as complexity in the computer program was, to a considerable extent, complexity of the environment to which the program was seeking to adapt its behavior.


1. Problems and Objectives

Evolution can be seen as a procedure to develop solutions to optimization problems. A very useful feature of evolution in this context is that it does not seem to need a detailed analysis of the problem at hand. Just a method to judge the performance of a candidate solution—in Darwin's terminology: the *fitness* of an individual [6]—is sufficient.

Valiant writes that “a program for performing a task has been acquired by *learning* if it has been acquired by any means other than explicit programming” [29]. If we can formulate a performance measure that tells us how good a program is at performing a certain task, we should be able to use it as a fitness criterion in a system that works analogous to natural evolution. This would give us one or more (near) optimal programs that perform the task. And, because no knowledge about the specific task is used, these programs can be viewed as acquired by learning. In other words, evolutionary systems can be thought of as learning algorithms.

The relevance of machine learning can be illustrated with the observation that programming today's computers is a very time consuming human activity and hardly ever results in very reliable programs. At present the development of programs, or software, can not keep pace
with the rate at which new machines are developed. As a result there is a shortage of programs. This shortage, usually referred to as the software crisis, constitutes a major problem. The solution to this problem might be to let a machine program itself. This leads to the question (attributed to Arthur Samuel in the 1950s):

How can computers learn to solve without being explicitly programmed? In other words, how can computers be made to do what is needed to be done, without being told exactly how to do it?

We feel that learning algorithms that use the analogy with natural evolution can play an important role in solving the software crisis. We also hope that by studying these algorithms we get a better understanding of learning in general, i.e., in the context of behavioral psychology, as well as evolution, i.e., in the context of biology.

To guide our research we chose a practical problem to apply this method to. The problem we selected stems from the observation that every deterministic finite automaton can be represented as a digital circuit using only NAND gates and flip-flops. To find the smallest circuit given a finite automaton, however, is NP-complete. To study this problem in the context of evolutionary systems, we let circuits play the role of individuals. The fitness of a circuit will depend not only on the similarity of its behavior to a particular finite automaton, but also on the number of components in the circuit.

2. BACKGROUND

FALS is an evolutionary system. Evolutionary systems are based on natural evolution as described by Darwin in The Origin of Species [6]. In natural evolution, individuals that survive produce offspring. So if a particular variety of individuals has a greater probability to survive than others, that variety produces more offspring, such that after a number of generations this variety will dominate the population. This principle can be used to implement optimization techniques by using the function to be optimized as a ‘survival’ criterion, i.e., individuals that score higher are likelier to produce offspring. Optimization algorithms based on this principle are called evolutionary systems.

Two examples of evolutionary systems are genetic algorithms and genetic programming. Genetic algorithms, introduced by Holland [11], borrow not only the concept of evolution from biology, but also the idea of representing an individual by a code. This code is first used to construct the individual itself, in order to determine its fitness. In the reproductive phase of the system, two individuals are selected from the population on the basis of their fitness and their codes are combined to produce the codes of the offspring. Genetic programming is a technique that was described by Koza [15]. This method is very similar to genetic algorithms, but it applies to individuals that are represented as programs, i.e., expression trees. Using this representation it is much easier to design systems that solve specific optimization problems.

We used this approach to design a representation of digital circuits as expression trees. Finite automata can be represented by fairly simple digital circuits, consisting of only NAND gates and flip-flops [16].
Chapter 2
Evolutionary systems

To give a framework for the finite automaton learning system that we are going to discuss in the next chapter, this chapter introduces the general idea of evolutionary systems as well as two popular classes of evolutionary systems: genetic algorithms and genetic programming. The description of genetic algorithms and genetic programming differs considerably from the ones given by Holland [11] and Koza [15] respectively. This is done for reasons of brevity and to smooth the transition to FALS.

An evolutionary system is a tool that can be used to solve optimization problems. In this chapter, we will assume that the optimization problem for evolutionary systems is to find a mathematical function, that fits a given set of (input, output)-pairs. There are other optimization problems, than finding a function, that can be solved by evolutionary systems, but for our purposes it suffices to confine ourselves to mathematical functions.

Evolutionary systems are based on evolution in nature as described by Darwin in [6]. (The basis of this process is discrete genetics in accordance with so called Mendelian Laws.) In nature a species is able to adapt to an environment in a process called natural selection. Natural selection takes place in a so called evolution, which can be viewed as the repetition of two steps, namely survival and reproduction. Survival depends on the ability of the members of a species to stay alive long enough to reproduce. In the process of reproduction genetic material can be recombined which may result in offspring that is better adapted to the environment. The basic idea of evolutionary systems is to use the mechanism of natural selection to find a solution to an optimization problem. To do this a set of candidate solutions suitably called a population of individuals forming a genetic pool using discrete genes satisfying Mendelian Laws is evolved until a satisfying solution to the optimization problem at hand is found.
1. The structure of an evolution
Figure 2.1 schematically represents the idea of an evolution in an evolutionary system. An evolution starts with the creation of a population called the first generation. The creation of the population is followed by the actual evolution which consists of the repetition of two steps called ‘determine fitness’ and ‘breed generation’ for a number of populations called generations.

The first step of a generation is to determine the fitness of each individual in the present generation. This is done by testing each individual with respect to fitness criteria (the environment). Fitness is a measure that expresses how well an individual is adapted to the environment and is the evolutionary system equivalent of the probability that a member of a species in nature will survive and reproduce.

The second step of a generation is to breed the population that will become the next generation. A population is bred by breeding a number of individuals. Breeding of an individual is done in two steps, called selection and reproduction. In the selection step one or two individuals are selected. Selection is biased in favor of fitter individuals and corresponds to survival in nature till the time of reproduction. In the reproduction step a new individual is produced based on the selected individuals. The evolution continues until an optimally fit individual is found, i.e., a solution to the optimization problem is found, or some other termination criterion is satisfied.
2. Choices and variants

The first generation in an evolution can be randomly generated or it can be supplied by the user of the evolutionary system. The optimal way to construct the first generation depends among other things upon the way individuals are represented, which in turn depends on the kind of evolutionary system.

We restricted ourselves to environments that can be represented by sets of (input, output)-pairs. An environment expresses an optimization problem, namely to find a mathematical function that fits the set of (input, output)-pairs as well as possible. In order to make sure that there is a function that fits the (input, output)-pairs, we require that if two pairs have identical input components, they also have identical output components.

The fitness of an individual is expressed by some form of distance measure with respect to the solution of the problem to be optimized. It is determined by comparing the output of the individual to the environment. The fitness of an individual is used to determine its probability of being selected for reproduction in the breeding phase. For an evolutionary system to work, the probability of selection should be monotonous in the fitness, i.e., the larger the fitness of an individual, the likelier it will be selected. There can also be secondary fitness criteria like the size of an individual. Such criteria can be used to punish the use of (a lot of) resources.

Selection can be done in several ways. We will discuss two, namely fitness proportionate selection and tournament selection. Fitness proportionate selection selects an individual from the population based on a probability distribution over the individuals in the population, where the probability of an individual to be selected is equal to its fitness value divided by the sum of the fitness values of the whole population. Tournament selection draws two individuals from the uniformly distributed population, so each individual has equal probability of being drawn. The fitness values of the two individuals are compared and the individual having the higher fitness value is selected. In some implementations of evolutionary systems larger tournaments are used. An important difference between fitness proportionate selection and tournament selection is, that for tournament selection it is not necessary to represent the fitness of an individual as an actual number. It is sufficient to compare the performance of the two individuals selected for the tournament with respect to the environment to determine which one is the fitter. Fitness proportionate selection requires a representation of fitness in real numbers or a representation that can be mapped onto the real numbers. Another advantage of tournament selection, apart from being less explicit in its representation of fitness, is that it takes less computational effort, a simple comparison operation for each individual to be selected suffices. Fitness proportionate selection requires the computation of the sum of the fitness values and for each selection a comparatively elaborate computation in order to determine which individual to select. For theoretical results obtained using fitness proportionate selection see [11] and Section 4.1. In the following we will assume that tournament selection is used.

Reproduction is the process of producing a new individual for the next generation. Reproduction is done by applying genetic operators to one or two individuals selected with tournament selection. There are several genetic operators. The most important ones are child, clone and mutate. The child operator takes two selected individuals and combines them to construct an individual called a ‘child’. The two selected individuals are called ‘par-
ents' or 'father' and 'mother'. The clone operator takes one selected individual and makes an exact copy of it called a 'clone'. The mutate operator takes one selected individual and makes a copy of it of which a part is randomly changed, the result is a 'mutant'. After a new individual is produced by reproduction it is added to the next generation. Note that the selected individuals are not part of the new generation. For an elaborate description of genetic operators in genetic programming, see [15, p. 99-112].

There are many possible termination conditions for an evolution. The most important one is of course the recognition of a satisfactory solution to the optimization problem. Because it is not guaranteed that a satisfying solution will be found there should also be other termination conditions. Usually there is a limit on the maximum number of generations in an evolution. Another termination criterion is the detection of a stable population, i.e., a population that always breeds an identical population.

In this paper we assume that a population consists of a fixed number of individuals, the population size. A typical minimal population size required in order to get good results in an evolution is something like 500 individuals (see [15]). In general the bigger the population the higher the probability of a successful evolution, but the greater the effort it takes to compute each generation. This leads to trade-offs between approximation and running time of the process, which will be object of further study. As a consequence the population size is determined by the memory size and processing power of the machine on which the evolutionary system is implemented.

Evolutionary systems are well suited for parallel execution. A number of evolutions can be executed independently of each other, to increase the probability of finding an optimal fit individual in an evolution within a relatively small number of generations. During a generation determination of fitness can be done for all individuals in parallel as well. Reproduction during a generation can also be done completely in parallel for each new individual to be bred in producing the next generation. The order of execution of the generations is the only thing in evolutionary systems that has to be done sequentially. Since both steps in each generation can be done in parallel for all individuals in the population, a completely parallel implementation of an evolutionary system would speed up the execution with a multiplicative factor, of at least the population size. Possibly defying Amdahl's Law, which says that $m$ processes working in parallel can only speed up a process by an $o(m)$ multiplicative factor.

In this chapter we restricted the environment to a set of $\langle$input, output$\rangle$-pairs. These pairs can also be compared in parallel to the individual. In general, determining fitness per individual can not be done in parallel. As we shall see in the case of FALS, some environments have to be compared sequentially to the individual to determine fitness.

Although evolutionary systems have been around for almost two decades, they have hardly been used until recently. The major problem of evolutionary system implementations is that they require computers with large memory and powerful processors. A large memory and powerful processors are needed to process as many individuals as possible per generation. The advances in memory size and processing power of sequential computers has only relatively recently made modest evolutionary systems worth implementing for real world applications. Implementation on parallel architectures hold great promise for the future of evolutionary systems.
3. Theoretical Analysis

Rabinovich, Sinclair and Wigderson analyzed symmetric quadratic dynamical systems [22]. It appears that these systems are very well suited to model evolutionary systems and in particular genetic variants of evolutionary systems. In quadratic dynamical systems outcomes only depend on pairwise collisions. Evolutionary Systems usually are quadratic dynamical systems, since in most evolutionary systems outcomes only depend on pairwise collisions. Below we give a description of some theoretical results obtained for quadratic dynamical systems in terms of evolutionary systems. The main result is that for (discrete-time, finite-dimensional) symmetric quadratic dynamical systems every trajectory that does not approach the boundary of the simplex converges to a fixed point. In terms of quadratic evolutionary systems: every population that does not loose variety over the generations of an evolution will end up as a stable population.

Take a finite set $\mathcal{N}$ of types of individuals and a population $p$ which is a probability distribution $p = (p_i)$ over $\mathcal{N}$. To denote a second population we will also use $q = (q_i)$. In evolutionary systems two individuals are of the same type if they have the same representation. Normally a population is a multi-set over the types, but in this analysis we assume an infinite number of individuals and simplify this further to a probability distribution over the types. Let $\mathcal{F}$ be an operator on a population $p$ that gives the next generation $\mathcal{F}(p)$. We will restrict ourselves to functions that model systems where the next population is formed by pair-wise interaction between individuals that carries over to a pair-wise operation on types, e.g., a simple genetic operator like crossover takes two individuals and recombines them into two children. Such a function can be fully described by parameters $\beta_{ijkl}$ that specify the probability that a particular pair of parents with types $i$ and $j$ will produce offspring with types $k$ and $l$. We require the function to be symmetric, locally reversible and a-periodic. This is reflected in the following conditions on the parameters.

$$
\beta_{ijkl} = \beta_{jiki} = \beta_{ijik} \\
\beta_{ijkl} = \beta_{klij} \\
\beta_{ijij} > 0
$$

Given these parameters $\beta_{ijkl}$ we can define $\mathcal{F}(p)$ as a population $q$, where the probability of type $q_l$ is the sum of the probabilities that $l$ and $k$ are the result of a crossover between $i$ and $j$ for all possible parents $i, j$ and all possible siblings $k$.

Definition 1

We define a multiplication operator $\times$ on populations such that for every pair of populations $p, q$ and every $l \in \mathcal{N}$

$$(p \times q)_l := \sum_{i,j,k \in \mathcal{N}} p_i q_j \beta_{ijkl}$$

The function $\mathcal{F}$ is now defined as

$$\mathcal{F}(p) := p \times p$$
An evolution is a time sequence \( p(0), p(1), p(2), \ldots \), where \( p(t) \) is generation \( t \) and \( p(t + 1) = \mathcal{F}(p(t)) \). If the limit of this sequence exists, for some initial population \( p(0) \), then, since \( \mathcal{F} \) is continuous, the limit point \( \pi = \lim_{t \to \infty} p(t) \) is a fixed point \( \pi \) of \( \mathcal{F} \), i.e., \( \mathcal{F}(\pi) = \pi \). In order to prove that for every evolution and for every initial population the limit of the evolution exists, we introduce the entropy of a population.

**Definition 2**

The entropy of a population \( p \) is

\[
H(p) := - \sum_i p_i \log p_i
\]

**Theorem 1**

Entropy is strictly increasing in an evolution of a non-stable population.

**Proof:** The theorem follows if by each application of \( \mathcal{F} \) in an evolution of a non-stable population entropy strictly increases. We will work with probability distributions on the set \( \mathcal{N}^2 \) of ordered pairs of types \( p_ip_j \). Let \( p \) be a non-stable population and \( q \) a population such that \( q = \mathcal{F}(p) \) after an application of \( \mathcal{F} \). The function \( \mathcal{F} \) can be decomposed into two steps. We will refer to these steps as birth and split. Denote \( p_ip_j \) as \( p^2_{ij} \) for all \( i, j \in \mathcal{N} \), then birth is a linear operation on the resulting pair distribution \( p^2 \). Split is a re-computation of the singleton probabilities.

We define the first step, birth, as a linear operator \( B \) by specifying that for all \( k, l \in \mathcal{N} \)

\[
(B(p^2))_{kl} := \sum_{i,j \in \mathcal{N}^2} p^2_{ij} \beta_{ijkl}
\]

So \( B \) is a matrix where both rows and columns correspond to pairs of types such that \( B_{ij,kl} = \beta_{ijkl} \) for all \( i, j, k, l \in \mathcal{N} \). Birth can be viewed as the transition in a Markov chain, where \( B \) is the transition matrix of this Markov chain. Now partition the space \( \mathcal{N}^2 \) according to the equivalence relation \( \sim \) defined as \( ij \sim kl \) if and only if \( B^n_{ij,kl} > 0 \) for some \( n \in \mathbb{N} \). Then the restriction of \( B \) to each equivalence class defines an independent Markov chain, which is symmetric and a-periodic and thus has the uniform distribution as its unique stationary distribution. It is well known that this kind of Markov chain causes the entropy of any non-uniform probability distribution (in this case a non-stable population) to increase strictly on every step. Therefore birth gives a strict increase in the entropy of the pair distribution. By rewriting the definition of the entropy of \( p^2 \) it is easy to see that \( H(p^2) = 2H(p) \) for every distribution \( p \). Together with the next step this will enable us to conclude that the entropy of the population increases strictly with every generation provided the population is not stable.

The second step, split, is defined as follows

\[
q_t := \sum_{k \in \mathcal{N}} (B(p^2))_{kl}
\]

Split makes the pair of children \( k, l \) independent. The distribution \( q^2_{kl} \) over the children \( k, l \) has maximum entropy among all distributions on \( \mathcal{N}^2 \) with the marginals \( q_t \), so entropy is increasing in both steps. \( \blacksquare \)
Define the variation distance between two populations $p$ and $q$ as

$$
\|p - q\| := \frac{1}{2} \sum_{i \in \mathcal{N}} |p_i - q_i|
$$

It can be shown that

$$
\|p - q\| = \max_{A \subset \mathcal{N}} |p(A) - q(A)|
$$

Write $p(t) \to \pi$ to denote that $\lim_{t \to \infty} \|p(t) - \pi\| = 0$.

**Theorem 2**

For every symmetric, a-periodic operator $\beta$ and every initial population $p(0)$, there exists a stable population $\pi$ such that $p(t) \to \pi$.

**Proof:** (sketch): Because entropy strictly increases for non-stable populations (see Theorem 1) and entropy of the population is bounded by $\log |\mathcal{N}|$, entropy must tend to some finite limit in an evolution. It can be shown by partitioning $\mathcal{N}$ into equivalence classes using the relation $\sim$ as defined in the proof above, that there is a function $\delta = \delta(\epsilon)$ such that

$$
\max \left\{ \left| p_{ij}^2 - p_{kl}^2 \right| \mid \beta_{ijkl} > 0 \right\} \geq \epsilon
$$

implies that $H(F(p)) - H(p) \geq \delta(\epsilon)$. Therefore if $H(p(t))$ tends to a limit then $p(t)$ converges too. 

**Theorem 3**

A population is stable if $p_ip_j = p_kp_l$ for all $i, j, k, l$ such that $\beta_{ijkl} > 0$.

**Proof:** Recall from the proof of Theorem 1 that the condition $p_ip_j = p_kp_l$ for all $i, j, k, l$ such that $\beta_{ijkl} > 0$, is precisely the condition that the pair distribution $p_{ij}^2$ is a stable distribution for the Markov chain induced by birth. This condition is equivalent to stability of $p$, since $p$ changes only if $p_{ij}^2$ changes by application of $B$. To see this, note that split has no effect if birth has no effect and that split can not undo a change by birth because it causes entropy to increase.

We can conclude from Theorem 3 that in general there will be a continuum of stable populations for a particular $\beta$. In order to determine for what initial populations the evolution will converge to a particular limit we will now study a class of functions $\text{inv}_\pi$ that assign values to populations, which are invariant under $F$. We restrict our investigations to populations that have full support. A population has full support if $p_i > 0$ for all $i \in \mathcal{N}$. In a sense this is a pity, because together with the fact that we disregard mutation in this analysis, this excludes populations that have less than $N$ individuals.

**Theorem 4**

Let $\pi$ be any stable population with full support, then the function

$$
\text{inv}_\pi(p) := \sum_{i \in \mathcal{N}} p_i \log \pi_i
$$
is invariant under $\mathcal{F}$.

**Proof:** For each $l \in \mathcal{N}$ define the function $\Delta p_l(t) := p_l(t + 1) - p_l(t)$. Expand $\Delta p_l$ as

$$\Delta p_l(t) = \sum_{i j k} \left( p^2_{ij}(t) - p^2_{kl}(t) \right) \beta_{ijkl}$$

(3.1)

where we have used Definition 1 to rewrite $p_l(t + 1)$ and symmetry of $\mathcal{F}$ to rewrite $p_l(t)$. Let $\alpha := \log \pi$, and note that, since $\pi$ is stable, it follows from Theorem 3 that for all $i, j, k, l \in \mathcal{N}$ such that $\beta_{ijkl} > 0$

$$\alpha_i + \alpha_j = \alpha_k + \alpha_l$$

(3.2)

Using Equation 3.1 we may write

$$\text{inv}_\pi(\mathcal{F}(p)) - \text{inv}_\pi(p) = \sum_{ijkl} \alpha_i (p^2_{ij} - p^2_{kl}) \beta_{ijkl}$$

$$= \frac{1}{4} \sum_{ijkl} (\alpha_k + \alpha_l - \alpha_i - \alpha_j) (p^2_{ij} - p^2_{kl}) \beta_{ijkl}$$

where we have used the symmetry properties of $\beta$. But Equation 3.2 implies that every term in this sum is zero, so $\text{inv}_\pi$ is indeed invariant.

These invariants can be used to characterize the populations that will evolve to the same limit as follows.

**Theorem 5**

Suppose $p(t) \to p^*$ and $q(t) \to q^*$, where $p^*$ and $q^*$ have full support. If $\text{inv}_\pi(p(0)) = \text{inv}_\pi(q(0))$ for all invariants $\text{inv}_\pi$, then $p^* = q^*$.

**Proof:** We know in particular that $\text{inv}_\pi(p(0)) = \text{inv}_\pi(q(0))$ and hence by continuity of the operator $\mathcal{F}$ that $\text{inv}_{p^*}(p^*) = \text{inv}_{q^*}(q^*)$. Similarly, $\text{inv}_{p^*}(p^*) = \text{inv}_{q^*}(q^*)$. Writing out these equalities yields

$$\sum_i p^*_i \log p^*_i = \sum_i q^*_i \log q^*_i$$

$$\sum_i p^*_i \log q^*_i = \sum_i q^*_i \log q^*_i$$

which can be subtracted to give

$$\sum_i p^*_i \log \frac{p^*_i}{q^*_i} = \sum_i q^*_i \log \frac{q^*_i}{q^*_i}$$

But by Jensen's inequality applied to the convex function $x \log x$, the left-hand side of this equation is always non-negative and the right-hand side is always non-positive. Hence both sides must in fact equal zero, which happens if and only if $p^* = q^*$.

Theorem 5 gives us a finite system of equations whose unique solution is the limit point of the evolution of $p(0)$. These equations consist of the equalities $p^2_{ij} = p^2_{kl}$ from Theorem 3 together with a finite base for the set of linear equations $\text{inv}_\pi(p) = c_\pi$ where $c_\pi = \text{inv}_\pi(p(0))$, this gives an equation for every stable population with full support $\pi$ and every population with full support $p(0)$.
4. Genetic Algorithms

In genetic algorithms as described by Holland [11] an individual is a bit string representing a function which is a possible solution to an optimization problem. The genetic operators child, clone and mutate in genetic algorithms are illustrated in Figure 2.2. A child is constructed from two selected individuals called father and mother by taking a prefix of random length from the father and the complementary suffix from the mother. Which selected individual is father and which one is mother is determined at random. Although this is a very common way to construct children in genetic algorithms, it is not the only possibility. Often the number of cutting points is varied. That is, the bit strings of the parents are cut at several corresponding points and a child is created choosing each segment randomly from both parents. This gives a whole range of crossover operators starting with the one-point crossover all the way up to what is called uniform crossover, where every bit is selected at random from one of the parents. The latter form of crossover is assumed in the analysis in the next section. A clone is just a copy of a selected individual and a mutant is a copy of a selected individual, with one or more mutations. A mutation is a random change in the individual, i.e., a randomly chosen bit is flipped.

Solving an optimization problem by means of genetic algorithms involves solving two other problems. Namely choosing the operators that can be part of a function and deciding how to represent a function in the form of a bit string. The operators that can be part of a function are elements of the so called operator set. Choosing a suitable operator set is done on the basis of the problem at hand and requires some knowledge of the kind of solution to the problem. How to decide on the representation of a function by a bit string is extensively discussed in [15, p. 63–72]. Having to solve these two problems is a major drawback of genetic algorithms. However despite this drawback genetic algorithms are a good method for optimization. In [11] Holland gave a theoretical basis for the use of genetic algorithms.

4.1 Analysis of a simple genetic algorithm

In [23] Rabinovich and Wigderson present an analysis of a simple genetic algorithm. Below we give the main results. We start by defining populations, fitness, selection and reproduction using the same framework as Section 3. Then we observe that with the assumption of some symmetry conditions on populations, we can represent populations much shorter than by listing all possible probabilities. Using this a lower bound and an upper bound on convergence to a population with maximal average fitness are given. Finally we look at populations that are stable under the reproduction operator.

Starting point for our definitions will be the notation used in Section 3. The fact that individuals are represented as bit strings in genetic algorithms suggests that we take $\mathcal{N} := \{0,1\}^n$ for some fixed $n \in \mathbb{N}$. Denote $|\mathcal{N}| = 2^n$ as $N$. For $i \in \{1,\ldots,N\}$ we identify $i$ with the unique bit string $x$ in $\mathcal{N}$ that satisfies

$$\sum_{j=0}^{n-1} x_j \cdot 2^j = i - 1$$

As in Section 3 populations $p, q$ will be functions that assign probabilities to elements of $\mathcal{N}$. For this analysis we will assume the fitness $f(i)$ of a binary string $i$ to be equal to the number
Figure 2.2: The genetic operators in genetic algorithms
of 1's it contains, formally \( f(i) = \sum_{j=0}^{n-1} i_j \). The fitness of a population is expressed by the average fitness

\[
\text{Av}(p) := \sum_{i=1}^{N} p_i f(i)
\]

We restrict populations to symmetric populations. Symmetric populations are populations that remain unchanged under bit permutation. So in a symmetric population, permutations of binary strings have equal probability. Define two operators on populations, that preserve symmetry: fitness proportionate selection \( W \) (weigh) and reproduction \( M \) (mate). Fitness proportionate selection changes the probability of a binary string proportional to its fitness.

**Definition 3**

Selection \( W \) is defined by \( W(p) = q \), where the \( q_i \) are defined by

\[
q_i = \frac{p_i}{\text{Av}(p)} f(i)
\]

Reproduction uses crossover on binary strings. Crossover combines two binary strings \( j \) and \( k \) to a binary string \( i \). Crossover can be thought of as an operation in which each bit in \( i \) is selected with equal probability from the two bits with corresponding position index in \( j \) and \( k \). This is the uniform variant of crossover. The probability that \( i \) will be the result of an application of crossover on \( j \) and \( k \) is denoted by \( P[i = j \times k] \), it is equal to the number of different ways in which \( i \) can be composed by crossover from \( j \) and \( k \), divided by the total number of crossover compositions \( 2^n \). This leads to the following definition of the new probabilities of binary strings after application of reproduction to \( p \).

**Definition 4**

Reproduction \( M \) is defined by \( M(p) = q \), where the \( q_i \) are defined by

\[
q_i = \sum_{j,k \in \mathcal{N}} p_{jk}^2 P[i = j \times k]
\]  \( \text{(4.3)} \)

Note that we used the same notation for the pair-distribution \( p^2 \) as in Section 3. We now define \( \mathcal{F} \) to be \( M \circ W \), i.e., \( \mathcal{F}(p) := M(W(p)) \). Application of this operator iteratively starting with an initial population \( p(0) \) will like before give us a sequence of generations \( p(0), p(1), p(2), \ldots \) that we will call an evolution. The fact that we restricted the analysis to symmetric populations combined with simplicity of the fitness function we chose to analyze enables us to represent populations as vectors much shorter than \( N \). A way to do this is as follows.

**Definition 5**

Let \( p \) be a symmetric population over \( \mathcal{N} \). Define the histogram representation \( \alpha^p \) of \( p \) as the vector of length \( n+1 \) such that, if \( X \) is a random variable over \( \mathcal{N} \) distributed according to \( p \), for all \( j \in \{0, \ldots, n\} \)

\[
A_j := \{ i \in \mathcal{N} \mid f(i) = j \}
\]

\[
\alpha^p_j := P[X \in A_j]
\]
Note that, because $\sum_{j=0}^{n} a_j = 1$ we can drop one of the elements of the vector and still be able to recompute the probabilities of all the types in the population. We get a slightly more complicated way to represent a populations by looking at probabilities of prefixes of 1's of varying lengths.

**Definition 6**

Let $p$ be a symmetric population over $\mathcal{N}$. Define the vector representation $e^p$ of $p$ as the vector of length $n$ such that, if $X$ is a random variable over $\mathcal{N}$ distributed according to $p$, for all $j \in \{1, \ldots, n\}$

$$e_j^p := P \left[ \bigwedge_{k=0}^{j-1} (X_k = 1) \right]$$

where $X_k$ is the $k$th bit of $X$.

So $e_j$ is the probability that a random individual from population $p$ has a prefix of at least $j$ 1's. If the population is clear from the context we will drop the superscript from $e$ or $a$. The histogram and vector representations $a$ and $e$ of a population $p$ are related in the following way. For every $k \in \{1, \ldots, n\}$

$$e_k = P \left[ \bigwedge_{i=0}^{k-1} (X_i = 1) \right]$$

$$= \sum_{j=0}^{n} P \left[ \bigwedge_{i=0}^{k-1} (X_i = 1) \bigg| X \in A_j \right] \cdot P[X \in A_j]$$

$$= \sum_{j=k}^{n} \binom{n-k}{j-k} a_j$$

$$= \frac{1}{\binom{n}{k}} \sum_{j=k}^{n} \binom{j}{k} a_j$$

As a consequence this means that

$$e_1 = \frac{1}{n} \sum_{j=1}^{n} j a_j$$

$$= \text{Av}(p) / n$$

The vector representation can be used to show that the average fitness of a population is not changed by applying the reproduction operator.

**Theorem 6**

For every symmetric population $p$

$$\text{Av}(p) = \text{Av}(M(p))$$
Proof: Let $e$ be the vector representation of population $p$. Because $e_1 = A w(p)/n$ the theorem follows if we prove that the expectation of a prefix of length 1 is preserved under $M$, i.e., that $e_1^M(p) = e_1^p$. The probability of a prefix of length 1 after reproduction is equal to the sum of two probabilities, namely the probability that the string is the result of a crossover of two strings starting with a 1 and the probability that the string is the result of a crossover of a string starting with a 1 and a string starting with a 0. Thus

$$e_1^M(p) = (e_1^p)^2 + 2 \left( \frac{1}{2} e_1^p (1 - e_1^p) \right)$$

$$= e_1^p$$

So reproduction does not change the average fitness.

Writing out the probabilities as in the previous proof we can also show that $e_2^W(p) = (e_2^p + (e_1^p)^2)/2$. Of course the selection operator $W$ does change the average fitness of the population. We will now proceed to express $W$ in terms of the vector representation of a population. This will give us the change in $e_1$, which will enable us to express the change in average fitness after an application of $W$.

**Proposition 7**

Let $p$ be an arbitrary population with vector representation $e$. If $p' = W(p)$, the $k$th coordinate of the vector representation $e'$ of $p'$ is given by

$$e'_k = \frac{n - k}{n} \cdot \frac{e_{k+1}}{e_1} + \frac{k}{n} \cdot \frac{e_k}{e_1}$$

Proof: We prove this by writing out $e'_k$ in terms of the histogram representations $a$ and $a'$ of $p$ and $p'$.

$$e'_k = \frac{1}{n} \sum_{j=k}^{n} \binom{j}{k} a'_j$$

$$= \frac{1}{n} \sum_{j=k}^{n} \binom{j}{k} j a_j \cdot \frac{n}{e_1}$$

$$= \frac{1}{ne_1} \left( \sum_{j=k}^{n} \binom{j}{k} a_j \right) + \frac{1}{n} \sum_{j=k+1}^{n} \binom{j}{k+1} a_j$$

$$= \frac{1}{ne_1} \left( k e_k + \sum_{j=k+1}^{n} \binom{j}{k+1} a_j \right)$$

$$= \frac{1}{ne_1} \left( k e_k + (n - k) e_k \right)$$

$$= \frac{n - k}{n} \cdot \frac{e_{k+1}}{e_1} + \frac{k}{n} \cdot \frac{e_k}{e_1}$$
In order to prove that the average fitness of populations in an evolution converges to the maximum possible average fitness, we need to know the effect of $W$ on the fraction $e_2/e_1$. Therefore we prove the following.

**Proposition 8**
In the notation of Proposition 7 we have for each $k \in \{1, \ldots, n\}$

\[
\frac{e_{k}'}{e_{k-1}'} \geq \frac{e_{k}}{e_{k-1}}
\]

where $0/0 := 0$ and $e_0 := 1$.

To prove this we need an application of the Cauchy-Schwartz inequality.

**Lemma 9**
Let $\alpha$, $a_i$, $b_i$ and $c_i$ be non-negative reals for $i \in \{1, \ldots, n\}$. Suppose that for every $i$, $a_i/b_i \geq ab_i/c_i$. Then

\[
\frac{\sum_{i=1}^{n} a_i}{\sum_{i=1}^{n} b_i} \geq \alpha \frac{\sum_{i=1}^{n} b_i}{\sum_{i=1}^{n} c_i}
\]

**Proof:** Set $x_i$ to $\sqrt{a_i/\alpha}$ and $y_i$ to $\sqrt{c_i/\alpha}$ and apply the Cauchy-Schwartz inequality.

**Proof:** Of Proposition 8. Using Proposition 7 we rewrite the left hand side of the desired inequality such that it changes to

\[
\frac{(n - k)e_{k+1} + ke_k}{(n - k + 1)e_k + (k - 1)e_{k-1}} \geq \frac{e_k}{e_{k-1}}
\]

If $e_k = 0$ then the inequality holds for sure, otherwise we rearrange it to

\[
\frac{(n - k)e_{k+1}}{e_k} + 1 \geq \frac{(n - k + 1)e_k}{e_{k-1}}
\]

We will prove the inequality with one subtracted from the left hand side. Rewriting this in terms of the histogram representation $\alpha$ of $p$ and dividing out the common $k!$ from all the sums yields

\[
\frac{\sum_{j=k+1}^{n} (j)_{k+1} a_j}{\sum_{j=k}^{n} (j)_{k} a_j} \geq \frac{\sum_{j=k}^{n} (j)_{k} a_j}{\sum_{j=k-1}^{n} (j)_{k-1} a_j}
\]

where $(j)_i$ is the falling factorial defined as $(j)_i := \Pi_{i=j-i+1}^{j} i = j!/(j-i)!$. Note that, because $(j)_k$ is zero when $j < k$, we can let every sum range from 1 to $n$. This gives us an inequality that matches the requirements of Lemma 9, so the inequality holds.

This proposition can be used to prove the following inequality for the change of the fraction $e_2/e_1$ after an application of the operator $\mathcal{F}$ on a population. Call a population *non-zero* if the probability $p_1$ of the binary string consisting of all 0's is strictly less than unity.
Lemma 10
Let \( e \) be the vector representation of a non-zero population \( p \). Denote by \( e^* \) the vector representation of \( F(p) \). Then
\[
\frac{e^*_2}{e^*_1} \geq \frac{2n - 1}{2n} \cdot \frac{e_2}{e_1} + \frac{1}{2n}
\]

Proof: For the proof we will also need the vector representation \( e' \) of \( W(p) \). Then we can write
\[
\frac{e^*_2}{e^*_1} = \frac{e'_2 + e'^2}{2e'_1} = \frac{1}{2} \frac{e'_1 + \frac{1}{2} e'^2}{e'_1} \geq \frac{1}{2} \frac{e'_1 + \frac{1}{2} e'_2}{e'_1} = \frac{1}{2} \left( \frac{n - 1}{n} \cdot \frac{e_2}{e_1} + \frac{1}{n} \right) + \frac{1}{2} \cdot \frac{e_2}{e_1} = \frac{2n - 1}{2n} \cdot \frac{e_2}{e_1} + \frac{1}{2n}
\]

We will now prove that starting with a zero-free population, the evolution will converge to a population with the maximum average fitness value \( n \). Where zero-free means that the probability \( p_1 \) of the binary string consisting of only 0's is zero (remember that we identified 1 with the string of length \( n \) consisting of all zeros). That is, we will show that \( \lim_{n \to \infty} n - \text{Av}(p(n)) = 0 \) provided that \( (p(0))_1 = 0 \).

Theorem 11
For every zero-free population \( p \)
\[
n - \text{Av}(W(M(p))) \leq (n - \text{Av}(p)) \left( 1 - \frac{1}{2n} \right)
\]

Proof: Because \( p \) is zero-free, there exists a population \( q \) such that \( W(q) = p \). Let \( e, e', e^* \) and \( e^+ \) be the vector representations of \( q, W(q) = p, F(q) \) and \( W(F(q)) = W(M(p)) \) respectively. Since \( n - \text{Av}(p) \) equals \( n(1 - e'_1) \), it is sufficient to prove the corresponding inequality for the \( e'_1 \)'s.
\[
1 - e^+_1 = \frac{n - 1}{n} \left( 1 - \frac{e^*_2}{e^*_1} \right) \leq \frac{n - 1}{n} \left( 1 - \frac{e^*_2}{e^*_1} \right) \left( 1 - \frac{1}{2n} \right) = (1 - e'_1) \left( 1 - \frac{1}{2n} \right)
\]

Where (1) is an application of Lemma 10. Multiplication of both sides of the inequality with \( n \) concludes the proof.
The reproduction operator does not change the average fitness, as shown in Theorem 6. So we have the following lower bound on the average fitness of the populations after \( r \) generations.

**Corollary 12**

\[
\text{Av}(p_r) \geq n - (n - \text{Av}(p_1)) \left(1 - \frac{1}{2n}\right)^{r-1} \\
\geq n - (n - \text{Av}(p_1)) \exp\left(-\frac{r-1}{2n}\right)
\]

There are initial populations (called normal populations) for which the average fitness does not increase much faster than the lower bound. Normal populations are populations that have a decreasing sequence of expectation fractions \( e_m/e_{m-1} \) for increasing \( m \).

**Definition 7**

A population is called normal if

\[
e_0 \geq e_1 \geq e_2 \geq \cdots \geq e_n \\
e_0/e_1 \geq e_1/e_2 \geq \cdots \geq e_n/e_{n-1}
\]

where \( 0/0 \) is regarded as 0 and \( e_0 := 1 \).

An example of a normal population is the uniform distribution on singletons, which has the vector representation \((1/n, 0, 0, \ldots, 0)\). Normality is preserved under \( M \) and \( W \) of which we omit the proof. The difference between the maximal fitness and the average fitness in between the generations will not increase faster than with a factor \( 1 - 1/n \). To complement Lemma 10 we will prove the following inequality.

**Lemma 13**

Using the notation of Lemma 10 with the additional condition that the population \( p \) is normal,

\[
\frac{e_2^*}{e_1^*} \leq \frac{n-1}{n} \cdot \frac{e_2}{e_1} + \frac{1}{n}
\]

**Proof:**

\[
\frac{e_2^*}{e_1^*} = \frac{e_2^{*2} + e_1^{*2}}{2e_1^{*2}} \\
= \frac{1}{2} e_1^{*2} + \frac{1}{2} \cdot \frac{e_2^{*2}}{e_1^{*2}} \\
\leq \frac{1}{2} e_1^{*2} + \frac{1}{2} e_1' \leq e_1' \\
= \frac{n-1}{n} \cdot \frac{e_2}{e_1} + \frac{1}{n}
\]

With this we can prove that starting with a normal population, the evolution converges relatively slowly.
Theorem 14
Let \( p \) be some non-zero normal population. Then

\[
n - \text{Av}(W(M(p))) \geq (n - \text{Av}(p)) \left( 1 - \frac{1}{n} \right)
\]

Proof: Using the same notation as in the proof of Theorem 11 we get

\[
1 - e^*_1 = \frac{n - 1}{n} \left( 1 - \frac{e^*_2}{e^*_1} \right) \\
\geq \frac{n - 1}{n} \left( 1 - \frac{e_1}{e_2} \right) \left( 1 - \frac{1}{n} \right) \\
= (1 - e'_1) \left( 1 - \frac{1}{n} \right)
\]

Multiplication of both sides of this inequality by \( n \) gives the result. 

This result can again be expressed in average fitness. So we have the following upper bound on convergence.

Corollary 15
Suppose that \( p_0 \) is a normal population. Then

\[
\text{Av}(p_r) \leq n - (n - \text{Av}(p_1)) \left( 1 - \frac{1}{n} \right)^{r-1}
\]

5. Genetic Programming
In genetic programming an individual is a tree representing a function, which is to be optimized. An example of an individual is illustrated in Figure 2.3. Each internal node of the individual is a mathematical operator that takes as arguments the values of its subtrees and passes its output to its parent node in the direction of the root of the tree. The arguments of the function are input at the leaves of the tree. The output of the function computed by a tree is found at the root of the tree.

The child operator is illustrated in Figure 2.4. A child is constructed by selecting a node in each copy of the parents, removing the subtree rooted at the selected node in the mother and replacing it by the subtree rooted at the node selected in the father.

Genetic programming solves the representation problem of genetic algorithms by choosing a tree to represent a function, which is a natural way to represent a function. Genetic programming does not solve the other problem of genetic algorithms, namely: How to choose an operator set? This requires knowledge of the art of the solution to the problem. This is the major drawback of genetic programming.
Figure 2.3: Example of an individual in genetic programming

Figure 2.4: The child operator in genetic programming
5. Genetic Programming

5.1 Choosing an operator set

To illustrate the problem of choosing an operator set, mentioned in the previous section, we give some examples of operator sets from [15].

Example 1
Cart centering: Find a function that will bring a cart moving along a track to rest at a designated target point in minimal time. The function has as input the current position \( x(t) \) and velocity \( v(t) \) of a cart at time \( t \) and as output a force \( f \), which is applied to the cart.

The chosen operator set: \{+, −, ·, /, |, >\}.

Example 2
Simple symbolic regression: Find a function that will closely fit a given finite sample of data. The function has as input the independent variable \( x \) and as output the dependent variable \( y \).

The chosen operator set: \{+, −, ·, sin, cos, exp, log\}.

Example 3
Boolean multiplexer: Find a function that performs the boolean 11-multiplexer function. The function has as input the three address and eight data bits and as output the data bit singled out by the address bits.

The chosen operator set: \{\&, \lor, \neg, \texttt{if}\}, where \texttt{if} takes three arguments \( a, b \) and \( c \) and is equal to \( (a \land b) \lor (\neg a \land c) \).

From the three examples above it should be clear that choosing the operator set in genetic programming is by no means a trivial matter. It does require knowledge of the type of solution to the problem.
Chapter 3
Finite Automaton Learning System

To bridge the gap between machine learning and evolutionary systems we propose a system that uses a slightly extended form of genetic programming that, given the behavior of a finite automaton, tries to find a small digital circuit that is functionally equivalent to the given automaton. We chose to take automata as the class of tasks to learn because learning was supposed to be about the acquisition of programs, i.e., descriptions that can be interpreted step by step. The next step would be to look at programs for Turing machines, but we decided to look at finite automaton first. Fortunately it is not necessary to change very much in the genetic programming approach to evolve and consequently learn finite automata, because a finite automaton is fully specified by its state transition function. In order to use genetic programming we need a representation of this state transition function in the form of an operator tree. We achieved this by representing the states as bit strings. This allows us to view the state transition function as a sequence of boolean functions, one for each bit of the state variable. Each boolean function can be represented as an operator tree using standard boolean connectives. This results in a forest of operator trees rather than a single tree, but this does not change the method significantly.

We set up the Finite Automaton Learning System in such a way that it is fairly easy to implement numerous variations on the theme of genetic programming. The idea behind this is that we want to investigate for what circumstances some variations or parameter settings work better than others, so we want to be able to try them all (in principle). We will now give a description of FALS in the terminology of genetic algorithms and genetic programming and where appropriate we will point out various alternatives where we did not decide to implement it one way or another.

Each evolution starts with a population which is called the start population drawn from a suitable distribution over all possible individuals. We can not use the uniform distribution because there are countably many individuals, so we opted for a distribution that favors small individuals, drawing without replacement to avoid many inclusions of the same individual.
In contrast to the evolutionary systems from the previous chapter, the fitness of an individual is not based on verification of output on single inputs, but on verification of output on an arbitrary long sequence of inputs. That is, a sequence of inputs is generated and fed one symbol at a time to the individual. After each symbol the new state of the individual specifies a new output symbol that is compared to the desired output symbol (the symbol that the target finite automaton would have produced if it had been presented with the same sequence of inputs so far). Obviously the closer the individual approaches the output given by the environment, the fitter the individual should be. For example, fitness could be measured as the number of output values of the individual exactly matching the corresponding output of the environment.

After the fitness of the individuals in the population is determined, individuals are selected according to fitness to serve as input to operators that produce the individuals for the next generation. Before we go into a description of the genetic operators that can be used in FALS, we will first have a closer look at the representation of an individual.

1. **The Individual**

   An individual in FALS as depicted in Figure 3.1 consists of a forest of $m$ trees, a state memory, an input memory and an output memory. The three memory parts are each built out of a number of boolean variables called bits, $m$ state variables, $n$ input variables and $p$ output variables. Each tree of the forest is an operator tree representing a boolean function. In the current implementation we restricted the operator set to contain only the binary NAND operator. This restriction is not fundamental in the sense that every possible boolean functions can be represented using only binary NAND operators. So each internal node in the tree represents a NAND gate. Every leaf of the tree is a reference to either a bit in state memory or a bit in input memory. There is a one-to-one correspondence between trees and state variables, every tree is used to calculate the next value of the corresponding state variable. The interpretation of the memory parts and the trees as a finite automaton is as follows. At any time $t$ the input memory of an individual contains a binary representation of the input symbol at time $t$, the state memory contains a binary representation of the state at time $t$ of the automaton that the individuals represents and at time $t + 1$ the output contains a binary representation of the output symbol that the individual produced having read the input symbols up to time $t$.

   In FALS a tree represents a boolean formula, where we take a boolean formula to be a boolean circuit, whose underlying structure is a tree. As an example a binary tree of small size is illustrated in Figure 3.2. Each internal node in the tree is a binary NAND operator. The result of the formula is found at the root of the tree. Each internal node in a tree has as arguments the boolean values of its subtrees and passes its computed value in the direction of the root of the tree. The leaves of the tree are fed the boolean arguments of the function. The leaves obtain their boolean values by copying the value of the variable they refer to. Each leaf can refer to a variable in state memory or a variable in input memory.

   The state transition function of an individual is represented by a sequence of trees called a forest. Because each tree in the forest represents a boolean formula, a forest represents a
Figure 3.1: An individual in FALS
Figure 3.2: Example of a tree in a FALS individual

boolean circuit. Arguments to the forest are thus boolean values in state memory and input memory. The result of the forest is the sequence of results of the trees making up the forest. The result of the forest is copied in state memory, where the result of each tree is stored in the state variable with which it is associated.

To determine the fitness of an individual, it is run through a test. For each test in which the individual is compared to the environment, the environment generates a sequence of input symbols. These are translated into bit strings and fed to the individuals, one bit string at a time. Each bit string is used together with the current state bits to compute the next values of the state bits. These new values determine the new values of the output memory that are interpreted as a new output symbol. This symbol is then compared to the output symbol that the target finite automaton produced on the same sequence of inputs. The output function that maps the state bits onto output bits is a fixed function mapping the first $p$ boolean values of state memory to output memory. To make this possible the number of state variables, which can vary, is bounded from below by the number of output variables, i.e., $m \geq p$.

Before providing the first input symbol to the individual the state bits are all set to false, so this all-false state corresponds to the initial state of the finite automaton.
Figure 3.3: The child operator in FALS
2. **GENETIC OPERATORS**

The genetic operator ‘child’ is derived from the one used in genetic programming. The child operation is illustrated in Figure 3.3. First a node is chosen from a selected tree of the father. The subtree rooted at this node is copied. Next a copy of the mother is made. In the copy of the mother a node is chosen from a selected tree. The subtree rooted at this node is replaced by the subtree copied from the father. The resulting individual is the child. At present selection of nodes and trees in FALS is done at random, using one of a variety of methods that specify the probability that a node is chosen.

Since it is not known in advance how many states an individual will require to adapt to the particular environment it is exposed to, we want the child operator to change the number of state bits in some circumstances. This is done by taking a special action in case a leaf referring to a state bit is selected in the mother. In this case the state variable and its associated tree are copied and added to the individual as the last tree in the forest, increasing the size of the forest by one. This process is illustrated in Figure 3.4 (in the figure only the trees are shown, so imagine a state variable at the root of each tree). In this extra tree a node is selected as
if it were the first node selected. The rest of the child operation remains unaltered. Realize though that it is possible that several leaves in a row are selected, each of which results in the addition of a state variable and an associated tree. This method of increasing the number of variables has the benefit that it allows the boolean functionality of leaves referring to the same state variable to be independently modified.

To decrease the number of variables, we implemented a simple form of garbage collection. If a state variable is no longer related to output then it is removed from the individual together with its associated tree. So a state variable that is used by the output function is never removed. Other state variables that are not related via some chain of references among trees in the forest to a state bit used by the output function, are removed. The simplest case in which a state variable is removed is illustrated in Figure 3.5 (in the figure only the trees are shown, so imagine a state variable at the root of each tree). In this case a state variable looses its sole reference.
3. Circuit and architecture design

FALS is aimed at the circuit design problem. In a theoretical sense the problem of circuit design is hard, in terms of complexity theory it is NP-hard. In a practical sense the problem of circuit design is even harder. In today's microelectronics the number of components on a micro chip is so large that it is necessary to start with the choice of an architecture, being a high-level decision on the design of a circuit. As a consequence one not only faces the problem of circuit design, but also the problem of choosing an architecture, like for example the random access machine architecture, whenever one wants to build a circuit or machine of some complexity.

Apart from these two problems in circuit design there are all kinds of restrictions put upon circuits by the production process. These restrictions involve the size of components, their layout on a chip, the number of wires connecting components and trade offs between chip area, computation delay, power or energy consumption, etc.

FALS is well suited to find solutions to just the circuit design problems. The following general description of the circuit design problem is meant to make this clear. Stated in the most general way the circuit design problem receives as input a description of the functional behavior of a circuit and produces the best circuit complying with this specification. In FALS the environment holds the description of the functional behavior of a circuit and the fittest individual is the 'best' circuit found so far. It is important to realize that evolutionary systems are a good method for optimization of problems in NP. That is they can find sub-optimal 'solutions' to optimization problems. So with FALS we hope to find circuits that are among the best complying with the specification of a circuit as represented by the environment. We are not aiming at finding the best circuit complying with the specification, since this is an NP-hard problem, which in practice means that we can not solve it.

The tendency to minimize circuits is achieved by subtracting a penalty from the fitness of individuals that is proportional to their size. We are still researching various ways to do this. In the current implementation the penalty function apparently increases too fast with the size of the individual, because the system stabilizes on one-state circuits for non-trivial reference automata. The problem is that normal fitness is determined by the number of mistakes that the individual makes. To compare this to the size of the individual is like comparing apples to oranges. In the near future we want to find out if this can be solved using the minimum description length principle (MDL) [18]. The idea is that the cost associated with an individual is the number of bits needed to describe the individual plus the number of bits needed to correct its output.
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